
IFAC PapersOnLine 51-21 (2018) 123–128

ScienceDirectScienceDirect

Available online at www.sciencedirect.com

2405-8963 © 2018, IFAC (International Federation of Automatic Control) Hosting by Elsevier Ltd. All rights reserved.
Peer review under responsibility of International Federation of Automatic Control.
10.1016/j.ifacol.2018.09.403

© 2018, IFAC (International Federation of Automatic Control) Hosting by Elsevier Ltd. All rights reserved.

10.1016/j.ifacol.2018.09.403 2405-8963

Feature selection in froth flotation for

production condition recognition ⋆

Qi’an Wang, Miao Huang, Xiaojun Zhou

School of Information Science and Engineering, Central South
University, Hunan 410083, China (e-mail:

michael.x.zhou@csu.edu.cn).

Abstract: At present, a lot of features have been extracted to characterize the froth flotation,
but there exist redundant and irrelevant features which may degrade the performance of a
classifier and influence the production condition recognition. In this study, a feature selection
strategy based on the minimal-redundancy-maximal-relevance criterion (mRMR) is used to find
the most useful but less redundant features. Additionally, the least squares support vector
machine (LSSVM) optimized by state transition algorithm is proposed to serve as the classifier
in feature selection. It is found that hue and energy of high frequency play significant roles
in classification of flotation froth images. Experimental results show the effectiveness of the
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1. INTRODUCTION

Froth flotation is an important industrial process which is
aiming to extract valuable minerals from raw ore. More
than 90% of nonferrous metals in China are processed
by froth flotation. Because of the complex physical and
chemical process of flotation, the control of flotation de-
pends mainly on the workers’ observation of the froth
(Han et al. (2016)). Considering the workers’ arbitrariness,
it is necessary to extract the characteristic features from
froth image objectively based on machine vision. Various
machine learning method have been studied to realize the
condition classification (Xu et al. (2016)). At the same
time, more and more features for the flotation have been
extracted for recognizing the condition better (Gui et al.
(2013)). However, these features may comprise redundant,
irrelevant and relevant features, which would increase the
difficulty and cost of training, eventually influence the
accuracy of classification.

Feature selection is one of the most common way to reduce
the number of features. Irrelevant, redundant and noisy
features can be removed by feature selection. However,
faced with the feature set with n features, finding the
optimal feature subset by the exhaustive method would
exist 2n possible combinations, and if n is large, it is
computationally expensive to search all possible feature
subset. Instead of the exhaustion of all possibilities, there
are two popular feature selection methods, wrapper al-
gorithm and filter algorithm (Estvez et al. (2009)). The
wapper algorithm utilizes the classifier to evaluate each
subset’s quality of features, it can ensure high classification

⋆ This work was supported by the National Natural Science Founda-
tion of China (Grant No. 61503416), Hunan Provincial Natural Sci-
ence Foundation of China (Grant No. 2018JJ3683), the 111 Project
(Grant No. B17048) and the Innovation-Driven Plan in Central
South University.

accuracy for a particular classifier but need expensive
computation cost. On the contrary, the filter algorithm
is independent of classifier, it need fewer cost but its
performance is determined by its evaluate criteria. The
minimal-redundancy-maximal-relevance criteria (mRMR)
is an practical criterion which takes the class relevance and
dependence between features into consideration simultane-
ously, and thus has been widely applied in feature selection
(Peng et al. (2005)). In this paper, the mRMR criterion is
used to constitute a filter-wrapper hybrid feature selection
strategy to find the optimal feature subset for character-
izing the flotation froth image.

As a variant of support vector machine (SVM), the least
squares support vector machine (LSSVM) has exhibited
excellent generalization performance and lower compu-
tational complexity in many data classification applica-
tion (Mitra V (2007)). However, its performance highly
depends on the adequate setting of parameters, such
as penalty coefficient and kernel parameters. To address
the selection of the hyper-parameters, many evolutionary
algorithms such as ant colony algorithm (ACO), parti-
cle swarm optimization (PSO) has been introduced to
solve the hyper-parameters optimization problem in SVMs
(Zhang et al. (2010); Bao et al. (2013)). In recent few
years, a novel intelligent optimization method named state
transition algorithm (STA), has exhibited excellent perfor-
mance for solving various optimization problems compared
with GA and PSO (Zhou et al. (2012); Han et al. (2017)).
In this paper, LSSVM with the STA-based hyperparame-
ters optimization (STA-LSSVM) will be proposed to serve
as the basic classifier for the product condition recognition
arising in froth flotation.

The remainder of the paper is organized as follows. Sec-
tion 2 lists the froth image’s features in froth flotation
process. Section 3 introduces a two-stage feature selection
algorithm based on mRMR criteria. In Section 4, a STA-
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based hyperparameters optimization method for LSSVM
is proposed. Section 5 demonstrates the effectiveness of
the proposed approach, and finally, a conclusion is given
in Section 6.

2. FEATURES OF FLOTATION FROTH IMAGES

Recently, various features have been studied for recogniz-
ing the production condition in froth flotation (Han et al.
(2016); He et al. (2013); Cao et al. (2013)). The features
are collected in this paper as follows.

Mean of red: A RGB image has 3 color channels, red,
green and blue. A pixel’s every channel is donated by a
number from 0 to 255 and the numerical value presents
the color level. Mean of red is calculated by Eq.(1)

Rmean =

�Np

i=1 Ri

Np

(1)

where Ri is the red channel’s value of pixel i. Np is the
number of pixels in the whole image.

The mean of green: It can be calculated by replacing
Ri to Gi in Eq.(1). Gi is the Green channel’s value of pixel
i.

The mean of blue: It can be calculated by replacing Ri

to Bi in Eq.(1). Bi is the blue channel’s value of pixel i.

The mean of gray: Gray level shows the luminance of
an image. Instead of 3 channels in RGB image, gray image
has only one channel for each pixel, ranging from 0 to 255.
In fact, the mean of gray is equal to the value of luminance
Y in YUV color space. Y can be calculated as

Yi = 0.299Ri + 0.587Gi + 0.114Bi (2)

where Yi is the gray value of pixel i. Then the mean value
of gray can be gotten by replacing Ri to Yi in Eq.(1).

Hue: Due to the color difference of froth and pulp in
flotation process, hue is an important color feature to
reflect the froth image in HSI (Hue, Saturation, Intensity)
color space. A RGB image can be converted into a HSI
one by Eq.(3).















Hi =

�

θ , Gi ≥ Bi

2π − θ, Gi < Bi

Sa,i = 1− 3
(Ri+Gi+Bi)

[min(Ri, Gi, Bi)]

Ii =
1
3 (Ri +Gi +Bi)

(3)

where θ = arccos (Ri−Gi)+(Ri+Bi)

2[(Ri−Gi)2+(Ri−Bi)(Gi−Bi)]1/2
andHi,Si, Ii

are the HSI value of pixel i.

Relative red component: Another color feature based
on RGB color space can be calculated as follows.

Rp =
Rmean

Ymean

(4)

Ymean is the mean of gray.

Froth speed: Froth speed can reflect the mobility and
wind pressure of the flotation process. Macro block track-
ing technique is used in this study to get the feature of
froth speed. Velocity vector can be calculated with its unit
as pixel per second as follows.

v =
d

t
(5)

d is the displacement of a macro block, and t is the time
horizon between two successive frames.

Mean of bubble size: Another series of important
features are derived from the bubble size in froth image. In
this study, a watershed segmentation algorithm is used to
segment the flotation froth image to get the edge of each
bubble, and Fig. 1 shows the segmentation result of an
image. The number of bubbles Nb can be counted through
the segmentation image and the size of bubbles can be
calculated by counting the number of pixels. The mean
bubble size can be described by Eq.(6).

Smean =
Np

Nb

(6)

Fig. 1. The froth image segmented by watershed algorithm

Bubble size distribution: This is a statistical feature of
bubble size in an froth image. Fig.2 shows the probability
density function (PDF) of bubble size. Note that the
bubble size is normalized.
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Fig. 2. The PDF of the bubble size in an froth image

Length-width ratio: Based on the segmentation im-
age, the morphological character of the flotation bubble,
length-width ratio, can be obtained by

Rlw =
L

W
(7)

where L and W are the length of major axis and minor
axis of each connected region, respectively.

Standard deviation: This is a statistical feature of
bubble size. It can be calculated by
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σ =

�

�

�

�

1

Nb

Nb
�

i=1

(Sb,i − Smean)2 (8)

where Sb,i is the size of bubble i.

Kurtosis: This is a statistical feature of bubble size. It
can be calculated by

γ2 =
1
Nb

�Nb

i=1(Sb,i − Smean)
4

σ4
− 3 (9)

Skewness: This is a statistical feature of bubble size. It
can be calculated by

Sc =

�Nb

i=1(Sb,i − Smean)
3

Nb

(10)

Froth load: It is the description of attached mineral
amount of froth. The mineral amount can influence the
reflectance of bubbles, i.e., the higher reflectance is, the
less attached mineral amount the bubble has. Meanwhile,
the bubble which has few attached mineral amount always
has a total reflectance point. Therefore, the value of froth
load can be calculated by

Lf =
Sh

Np

(11)

Sh is the sum area of bubbles without a total reflectance
point.

Coarseness: Coarseness is a texture feature of an im-
age. In flotation process, the surface of froth changes
with industrial conditions. To calculate the coarseness, we
should change the gray image into neighboring gray-level
dependence matrix (NGLDM) (Peng et al. (2016)). Then,
coarseness can be calculated by

Co =

�Nrn

i=1

�Ncn

j=1 (j
2Mi,j)

�Nrn

i=1

�Ncn

j=1 Mi,j

(12)

where Nrn and Ncn are the row and column number of
NGLDM, Mi,j is the value of NGLDM at point (i, j).

Energy: Energy value is the second moment of NGLDM,
which reflects the uniformity of gray scale of an image.
The more uniform the gray scale of the image is, the lower
energy value it has.

E =

�Nrn

i=1

�Ncn

j=1 M
2
i,j

�Nrn

i=1

�Ncn

j=1 Mi,j

(13)

Non-uniformity: It is another texture feature describing
the uniform level of the gray scale in an image. Its
calculation formula is

Nu =

�Ncn

i=1 (
�Nrn

j=1 Mi,j)
2

�Nrn

i=1

�Ncn

j=1 Mi,j

(14)

Coarseness of low frequency image: The low fre-
quency image can be gotten by wavelet transformation.
The coarseness of low frequency image can be calculated
by its NGLDM through Eq.(12).

Energy of high frequency image: The high frequency
image can be gotten by wavelet transformation as well.
Then, the energy of high frequency image can be calculated
by its NGLDM through Eq.(13).

3. FEATURE SELECTION BASED ON MRMR

3.1 Max-Relevance and Min-Redundancy (mRMR)

The mutual-information-based mRMR criterion has been
applied to feature selection successfully and exhibits ex-
cellent performance in terms of classification accuracy and
computation complexity (Peng et al. (2005)). In this pa-
per, we use mRMR criterion to find a set of features for
characterizing the flotation froth image completely.

Given the input data D which has N samples with M
features F = {fi, i = 1, ...,M}, and the corresponding
class label c, the mRMR method aims at finding a maxi-
mally relevant and minimally redundant subset S with m
features for discriminating classes. Firstly, the following
Max-Relevance condition can be used to find the feature
set S, which jointly has the largest dependency on the
target class c.

maxD(S, c), D =
1

|S|

�

fi∈S

I(fi; c) (15)

where |S| is the cardinality of the set S and I(fi; c) is the
mutual information values between two random variables.
While the feature subset selected by Max-Relevance may
comprise redundant features which has high dependency
with each other. Therefore, the Minimal-Redundancy con-
dition can be employed to find the individual features.

minR(S, c), R =
1

|S|2

�

fi,fj∈S

I(fi; fj) (16)

Eventually, by combining the above two conditions, the
maximally relevant and minimally redundant feature sub-
set can be obtained by maximizing the following formula:

maxΦ(D,R),Φ = D −R (17)

Once the first feature has been selected according to the
Max-Relevance directly, the remaining optimal feature
defined by Φ(·) can be found by the incremental search
method one by one. Given the set with m − 1 features,
Sm−1, the mth feature can be determined by the following
condition:

max
fj∈F−Sm−1



I(fj ; c)−
1

m− 1

�

fi∈Sm−1

I(fj ; fi)



 (18)

Note that, since the difficulty in calculating the mutual
information when at least one variable is continuous, we
use the Parzen window method to estimate the mutual
information as suggested in (Kwak and Choi (2002)).

3.2 Feature selection algorithm

In this paper, a hybrid feature selection algorithm based
on mRMR criterion is used. Instead of using all features
with wrapper selectors directly, we intend to apply mRMR
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criterion to find a candidate feature set firstly, whose size
is much smaller than the original one. Then, a wrapper
method, the backward selection, is employed to search a
compact feature subset from the candidate feature set by
minimizing the cross-validate classification error directly.

The complete feature selection algorithm is given.

step 1: Initialization: Set k = 1 and Sk as the subset of
selected feature with k features.
step 2: First selection: Set S1 ← {f1}, where f1 can
maximize the mutation information between individual
feature fi and class c. Then calculate the cross-validate
classification error e1 with subset S1.
step 3: Next selection: Set k = k + 1, then choose the
next feature fk according to the Eq.(18) and set Sk ←
{f1, ..., fk}.
step 4: Candidate subset: Calculate the error ek with
the sequential feature sets Sk. If the respective error ek
is consistently small, then output the candidate subset Sk

and continue; otherwise, go to step 3.
step 5: Backward selection: Remove the features whose
removal do not bring any classification error addition.
step 6: Termination: For each possible configuration, the
respective classification error ek−1 is larger than ek, that is
to say, there is no gain in either classification accuracy or
feature dimension reduction, therefore terminate the whole
algorithm and the subset Sk is what we ask for.

Note that, in this paper, we use the LSSVM classifier
to calculate the cross-validate classification error of the
subsets for the wrapper selector in step 4 and step 5.

4. MULTIPLE CLASSIFIER: STA-LSSVM

4.1 LSSVM

In recent years, the LSSVM multiple classifier has been
extensively used in classification applications owning to
its excellent generalization performance and low compu-
tational complexity (Suykens and Vandewalle (1999); Wu
and Peng (2015)).

Given the training set (xi, yi), i = 1, ..., N , where xi ∈ Rm

is the m-dimensional input vector and yi ∈ {−1, 1} is the
corresponding class label. In the LSSVM framework, the
input data xi will be first mapped into a new higher dimen-
sional feature space through a nonlinear feature mapping
function φ(xi), because of its nonlinear separability in
the original input space. In the nonlinear feature space,
a linear classification model can be constructed as follows:

y = sign[ωTφ(x) + b] (19)

where ω ∈ RN is the normal vector of the separating
hyperplane of two different classes in the feature space,
b is the corresponding bias term. Then, according to the
structural risk minimization principle, LSSVM is to find
the optimal separating hyperplane which maximizes the
separating margins between two classes while also mini-
mizes the fitting error. Therefore, the resulting optimiza-
tion problem of LSSVM can be formulated as

minL1(ω, b, ζ) =
1

2
ωTω + C

1

2

N
∑

i=1

ζ2i (20)

s.t. yi(ω · φ(xi) + b) = 1− ζi, i = 1, ..., N

where C > 0 is the regularization parameter to balance
complexity and approximation precision of the model, and
ζi is the training error between the true class label and the
predict one.

Based on the Karush-Kuhn-Tucker (KKT) theorem (Per-
essini et al. (1988)), the primal optimization problem L1

can be solved by transforming it into a dual form L2 with
Lagrange multipliers α:

L2(ω, b, ζ;α) =
1

2
ωTω +

1

2
C

N
∑

i=1

ζ2i (21)

−
N
∑

i=1

αi(ti(ω · φ(xi) + b)− 1 + ζi)

where the Lagrange multipliers αi can be either positive
or negative. And the optimal solution can be obtained by
solving the following linear equations:

[

0 Y T

Y C−1I +ZZT

] [

b
α

]

=

[

0
−→
1

]

, (22)

where Z = [φ(x1)y1, ..., φ(xN )yN ]T , Y = [y1, y2, ..., yN ]T ,

α = [α1, α2, ..., αN ]T , and
−→
1 = [1, 1, ..., 1]T . Finally, the

decision function of LSSVM classifier can be reformulated
as

y = sign(

N
∑

i=1

αiyiK(x,xi) + b) (23)

where K(x,xi) = φ(x) · φ(xi) is the kernel function,
satisfying the Mercer’s condition, so that it can avoid the
computational difficulty in high dimension feature space.
The radial basis function (RBF) is commonly used in
LSSVM, denoted as

K(u,v) = exp(−γ�u− v�2), γ > 0 (24)

where γ is the kernel parameter. Since the RBF kernel
has various advantages, such as super nonlinearly map-
ping capability, less hyperparameters and fewer numerical
difficulties (Hsu et al. (2003)), it is introduced to construct
the LSSVM classification model in this paper.

Note that, in LSSVM, the regularization parameter C
serves to balance the model complexity and training error,
and the kernel parameter γ directly affects the distribu-
tion characteristics of the training data in feature space.
Therefore, these two hyper-parameters are critical for the
model’s performance and it is necessary to find the optimal
hyper-parameters so as to obtain a good classifier with
LSSVM.

4.2 STA based hyper-parameters optimization of LSSVM

Since the hyper-parameters optimization problem in SVMs
is characterized as nonlinear and multi-modal (Bao et al.
(2013)), we introduce a global optimization algorithm,
state transition algorithm (STA) to find the global solution
of this complex problem.

STA is a global stochastic optimization algorithm pro-
posed by Zhou (Zhou et al. (2012)), and it has already

IFAC MMM 2018
Shanghai, China, August 23-25, 2018

126



 Qi’an Wang  et al. / IFAC PapersOnLine 51-21 (2018) 123–128 127

shown excellent performance for solving multi-modal and
nonlinear optimization problems (Zhou et al. (2018)). A
unified framework for generating candidate solutions in
STA can be described as follows:

{

xk+1 = Akxk +Bkuk

yk+1 = f(xk+1)
(25)

where x(t) ∈ ℜn stands for a state, which denotes a
solution to the problem; uk is a function of xk and
historical states; Ak and Bk are state transition matrices,
which are usually some state transformation operators;
f(·) is the fitness function, and yk+1 is the function value
of individual xk+1.

In order to ensure the accuracy of the solution, a two-stage
optimization method based on STA is proposed. At first,
we apply the STA responsible for the global search. Then,
if the fitness function, the k-fold cross-validation misclassi-
fication rate, is not equal to 0, the simplex method (Nelder
and Mead (1965)) will be employed for further fine-tuning.
The flowchart of the STA-based hyper-parameter selection
algorithm for the LSSVM is shown in Fig. 3.
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Fig. 3. STA-based parameters optimization of LSSVM

5. EXPERIMENTAL VALIDATION

Since the features characterizing the froth flotation may
comprise redundancy and irrelevance, we adopt a feature
selection strategy based on mRMR criteria to find the most
useful but less redundant features, and use the proposed
STA-LSSVM to recognize the production condition to
verify the effectiveness of the selected feature subset.

The experiment data is shown in Table 1. A total of
200 samples are collected from a gold-antimony flotation
process, classified into 3 levels: good (65 samples), medium
(66 samples) and poor (69 samples). According to Section
2, we extract 19 features to characterize the froth image.
Notice that, the bubble size distribution curve is described
by 20 piecewise constants in this study. Therefore, the
original feature set consists of 38 features. The whole
dataset is split into 2 disjoint sets: train (50%) and test
(50%). Features and hyper-parameters are both selected
and evaluated using 5-fold Cross-Validation (CV) in the
training process.

Table 1. Experiment Data

Class Train Sample Test Sample Feature variable

3 100 100 38

Fig. 4(a) shows the 5-fold CV misclassification rate curves
of the train data with the sequential feature subsets
selected by mRMR and the x-axis represents the size
of the subsets. And for comparison, the Fig. 4(b) shows
the corresponding predict accuracy of the test data with
the sequential feature subsets. It can be seen that only
according to the first four features selected by the mRMR
criteria, the LSSVM classifier can ensure 100% accuracy
in both training and testing process. In addition, the
fluctuation in the Fig. 4(b) reveals that the redundant
features may cause over-fitting in training process and
degrade the generalization performance of the classifier.
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Fig. 4. The training(a) and testing(b) accuracy of STA-
LSSVM with the sequential mRMR feature subsets

Note that, in practice, once the respective error of the
sequential feature subsets is consistently small, the mRMR
filter terminates and outputs the candidate subset directly.
Here we chose the first six features for the next wrapper
selector to find a compact feature set. Finally, there are
only two important features remain in the selected feature
set, Hue and Energy of high frequency image. The sample
distribution with the selected features is shown in Fig. 5.
Obviously, dataset has been divided into three distinct
parts. The gaps between each two parts are large enough,
which can facilitate the following classification.

To verify the effectiveness of the selected features, we
conduct the before-and-after experiment to compare the
accuracy and efficiency of the STA-LSSVM learned from
the original feature set and the selected subset. For fairness
and reproducibility, all of these calculations are carried
on MATLAB (Version R2016b) software platform using
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Fig. 5. The sample distribution with two selected features

3.4GHz Intel i7 PC with 8G RAM, and the accuracy and
processing time is presented in terms of mean values over
the 20 runs in Table 2. It is obvious that the accuracy of
the selected subset is stable at 100%, and because of the
dimensionality reduction, the processing time is less than
the original one, which is critical to on-line recognition.
Therefore, it can be concluded that the aforementioned
feature selection can not only improve the classification
accuracy, but accelerate the recognition process well.

Table 2. “Before and after” comparison

Number of features Accuracy(%) Processing time(s)

Before 38 99.1 0.8836
After 2 100.0 0.7023

6. CONCLUSION

Feature selection is significant for production condition
recognition. Appropriate feature selection can improve ac-
curacy and reduce computational cost of the classification.
In this paper, a feature selection strategy based on mRMR
criterion has been used to find the most useful but less
redundant features, Hue and Energy of high frequency
image. Meanwhile, a novel classifier STA-LSSVM was
proposed to demonstrate the effectiveness of the selected
features. The experiments shows that the aforementioned
feature selection can not only improve the classification
accuracy, but accelerate the recognition process well for
the product condition recognition arising in froth flotation.
In the future, we will classify the production condition to
more classes, and different classifiers will be taken into
consideration.
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