
Neurocomputing 455 (2021) 202–214
Contents lists available at ScienceDirect

Neurocomputing

journal homepage: www.elsevier .com/locate /neucom
A fast constrained state transition algorithm
https://doi.org/10.1016/j.neucom.2021.05.053
0925-2312/� 2021 Elsevier B.V. All rights reserved.

⇑ Corresponding author.
E-mail address: ychh@csu.edu.cn (C. Yang).
Xiaojun Zhou a, Jituo Tian a, Jianpeng Long a, Yaochu Jin b, Guo Yu b, Chunhua Yang a,⇑
a School of Automation, Central South University, Changsha 410083, China
bDepartment of Computer Science, University of Surrey, Guildford, Surrey GU2 7XH, UK

a r t i c l e i n f o a b s t r a c t
Article history:
Received 19 November 2020
Revised 31 March 2021
Accepted 17 May 2021
Available online 20 May 2021
Communicated by Zidong Wang

Keywords:
Constrained optimization
Fast state transition algorithm
Sequential quadratic programming
Constraint-handling technique
When solving constrained optimization problems in real industrial processes, both optimality and com-
putational efficiency need to be considered. However, most existing meta-heuristic algorithms are slow
to find the global optimum. The first reason is that the way to generate and select candidate solutions is
time-consuming. The low probability to generate and select potential solutions in assisting the compu-
tational efficiency is another reason. In this paper, a simplified state transition algorithm (STA) and a
novel constraint-handling technique are proposed to address the above issues for small size constrained
optimization problems. Firstly, three out of four operators in basic STA to produce candidate solutions are
selected and two operators are modified with adaptive parameter tuning, which have a large probability
to generate potential solutions, but consumes less time. Secondly, the constraint-handling technique con-
siders not only the objective function value and the constraint violation but also the difference among
candidate solutions. Thirdly, the sequential quadratic programming embedded into the simplified STA
can further speed up the convergence. Experiments are conducted on 22 well-known test functions from
IEEE CEC2006 and 4 engineering constrained optimization problems, in comparison with state-of-the-art
algorithms. The experimental results show that the proposed method is competitive in finding the opti-
mum faster.

� 2021 Elsevier B.V. All rights reserved.
1. Introduction

In real-world applications, there are many constrained opti-
mization problems (COPs), such as the process optimization
[51,33,38] and system design [9,11,26,14]. Approaches for dealing
with COPs can be classified into two categories: conventional
deterministic optimization algorithms and meta-heuristic based
intelligent algorithms. Usually, the conventional optimization
algorithms are based on gradient information [6,32,3], such as
the sequential quadratic programming (SQP) [16,34] and the
method of Lagrange multiplier [1,22]. They have strong local
search capability and fast convergency but weak global search
capability [13]. To address these weaknesses, the meta-heuristic
based intelligent algorithms, which have strong global search abil-
ity [2,15], have been developed for decades to deal with COPs.

Recently, increasing attention has been paid to developing
meta-heuristic based intelligent algorithms for finding the global
optimum of the COPs. Wang et al. [46] introduced an improved dif-
ferential evolution (DE) to locate the optimum by introducing a
new encoding mechanism. Karaboga et al. [25] adopted a modified
artificial bee colony algorithm (ABC) and Deb’s rules to find the
optimum, while Brajevic et al. [8] used the cross-based ABC for
solving COPs. Rao et al. [36,35] proposed a new approach, teaching
learning-based optimization (TLBO), which can avoid dropping
into the local optimum, for coping with COPs. Long et al. [29] pro-
posed an improved grey wolf optimization for exploration and
exploitation and a modified augmented Lagrangian multiplier
method for handling constraints. Han et al. [17] designed a con-
strained state transition algorithm, where the state transition algo-
rithm (STA) is the search engine and the constraint handling
technique is the two-stage strategy, while the Zhou et al. [53] inte-
grated the benefit of improved STA and a preference trade-off
strategy for solving the power dispatch constrained optimization
problem. Garg et al. [13] proposed a hybrid approach, PSO-GA, to
deal with the COPs. This method incorporated the operators of
GA in PSO to balance the global and local search abilities. However,
the way in some approaches to generate and select solutions for
the search of the global optimum is complex and time consuming.
Therefore, efficiently and effectively locating the optima in dealing
with the COPs remains an issue.

Due to the difficulty in the selection of the potential infeasible
solutions, a variety of constraint-handling techniques have been
designed and integrated into intelligent algorithms to cope with
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COPs. The constraint-handling techniques can be roughly divided
into three categories. 1) Penalty based methods [23,24,28]: these
studies use static, dynamic or self-adaptive penalty function meth-
ods to convert COPs into unconstrained optimization problems.
However, it is challenging to appropriately tune the penalty factor
to select the candidate solutions. 2) Feasibility preference methods
[4,10,47]: these methods select the candidate solutions from one
out of three solution sets, i.e., feasible solution set, feasible and
infeasible solution set, or infeasible solution set, and they prefer
feasible solutions over infeasible solutions. They are parameter-
free but lack of exploration of the infeasible regions. 3) Hybrid
methods: includes the stochastic ranking [37], two-stage strategy
[17], adaptive trade-off model [45], �-constraint method [40], etc.
These methods may have better applicability in dealing with dif-
ferent constraints than the above techniques, probably because
they leverage various strategies to select solutions in different
optimization stages. Consequently, these methods are time-
consuming. To sum up, the optimality of the solutions has the
highest priority in the above techniques, and the diversity is some-
times considered, but the computational efficiency is easily
neglected.

Inspired by the fast convergency of the conventional determin-
istic algorithms and the global search ability of the intelligent algo-
rithms, this paper integrates the SQP into the STA for fast locating
the global optimum. Besides, a new constraint handling technique
is designed by taking the optimality, diversity and convergence
rate into account to resolve the COPs. The main contributions of
this paper are listed as follows.

� [1] A simplified STA embedded with SQP is proposed. In STA,
three out of four operators are selected, which have a larger
probability to generate candidate solutions to help finding the
optimum. Besides, a self-adaptive mechanism is designed to
tune the parameters in two operators for global and local
search. Once a feasible solution with smallest function value
has been found after a certain number of iterations, SQP is
adopted to do exploitation around the feasible solution, which
can further enhance the computational efficiency.
� [2] A novel constraint-handling technique, i.e., branch and
screen strategy, is proposed, which takes consideration of the
diversity, optimality, and computational efficiency of the solu-
tions during the selection. The diversity can be seen from the
separate selection of solutions among the feasible and infeasible
solution sets by using a distance function, which can also reflect
the optimality by choosing the best solutions among these two
solution sets. This technique is relatively simpler than the
hybrid techniques but can obtain more diverse solutions, so that
the computational efficiency can be enhanced to much extent.

The rest of this paper is organized as follows. The related work is
introduced in Section II. In Section III, the proposed algorithm is
described in detail. The experimental studies and analysis are pre-
sented in Section IV. Finally, the conclusion of this paper is drawn
in Section V.
2. Related work

In this section, some related definitions of COPs are firstly intro-
duced. Then the basic state transition algorithm and the compar-
ison algorithms in experiment are presented in detail.

2.1. Constrained optimization problems

Without loss of generality, the constrained optimization prob-
lems can be expressed as follows.
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min f ðxÞ ð1Þ
s:t: hiðxÞ ¼ 0; i ¼ 1;2; � � � ; p

gjðxÞ 6 0; j ¼ 1;2; � � � ; q
lk 6 xk 6 uk; k ¼ 1;2;3; . . . ;n

where f ðxÞ is the objective function; hiðxÞ and gjðxÞ are the equality
and inequality constraints respectively and their numbers are p and
q respectively; the number of decision variables is n; the x can be
described as: x = ðx1; x2; x3; . . . ; xnÞ; lk and uk are the lower and upper
bounds of the kth decision variable.

The constraint violation is a common concept in COPs. It
describes a degree that the constraints are violated in candidate
solutions.

GjðxÞ ¼max ð0; gjðxÞÞk; j ¼ 1;2; � � � ; q
HiðxÞ ¼max ð0; jhiðxÞj � nÞk; i ¼ 1;2; � � � ;p

(
; ð2Þ

where, GjðxÞ and HiðxÞ are the violation of gjðxÞ and hiðxÞ respec-
tively; n is a threshold value for equality constraints and kis nor-
mally 1 or 2.

2.2. Basic state transition algorithm

The basic STA [54] is a meta-heuristic algorithm, which was
firstly proposed in 2012 for unconstrained optimization problems.
The main idea of the STA is regarding a solution as a state, and
the process of updating solution is considered as the state transi-
tion [56]. The search ability of STA has been demonstrated in many
real engineering fields, such as nonlinear system identification
[55,49], industrial process control and optimization
[52,50,58,53,18], machine learning [42,57,21] and other fields
[20,19]. In STA, there are four operators, i.e., expansion, rotation,
axesion and translation transformation, to generate candidate solu-
tions. The unified framework of basic STA is presented as follows.

skþ1 ¼ Aksk þ Bkuk ð3Þ
where, the sk and skþ1 are the best current and next states, respec-
tively; uk is the function of historical states; Ak and Bk denote the
matrices for state transition.

The expansion, rotation, axesion and translation transformation
operators are detailed as follows.

(1) Expansion transformation:
skþ1 ¼ sk þ cResk; ð4Þ
where c is a positive constant, called the expansion factor;
Re 2 Rn�n is a random diagonal matrix with its entries obey-
ing the Gaussian distribution.
(2) Rotation transformation:
skþ1 ¼ sk þ aRr
1
nkskk2sk; ð5Þ

where a is a positive parameter, called the rotation factor;
Rr 2 Rn�nis a random matrix whose elements are distributed
uniformly in the range of [-1,1]; the k � k2 is a L2-norm of a
vector; the n denotes the dimension of the xk. The rotation
transformation is designed for both local and global search
in a hypersphere by adjusting the rotation factor a.
(3) Axesion transformation:
skþ1 ¼ sk þ dRask; ð6Þ
where dis a positive parameter, called the axesion factor;
Ra 2 Ris a random variable in [0,1]. The axesion transforma-
tion is also designed for both exploration and exploitation
but search along the axes by adjusting the translation factor
to change the range of the search.
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(4) Translation transformation:
skþ1 ¼ sk þ bRt
sk � sk�1
ksk � sk�1k2

; ð7Þ

where b is the translation factor, which is a positive constant;
the Rt 2 R is a random variable in [0,1]. The translation trans-
formation is applied for local search, which searches along
the line from sk�1 to sk with a fixed search range.
2.3. Related algorithms

Several comparison algorithms used in the experiment are
introduced in this part, which are highly studied.

2.3.1. Teaching-learning-based optimization (TLBO)
The teaching–learning-based optimization was proposed by

Rao [36] for mechanical design optimization problems in 2011.
The main idea of the TLBO is to simulate the influence of a teacher
on learners. The process of TLBO can be divided into two phases.
The first phase consists of the ‘‘Teacher Phase”, which means learn-
ing from the teacher. The second phase consists of the ‘‘Learner
Phase”, which means learning in the interaction among learners.
One of the merit of TLBO is parameter-free, while another merit
is robust to deal with the continuous non-linear COPs.

2.3.2. Constrained tree-seed algorithm with Deb’s rules (CTSA)
The modified constrained tree-seed algorithm with Deb’s rules

is one of the population-based algorithm which was designed by
Babalik [4] in 2018. It was inspired by the relations between the
trees and seeds grown on the land. The Deb’s rules was used for
selecting the trees and seeds, which would survive in the next iter-
ation. In the CTSA, there are three specific operators to detect and
search different areas and enhance the convergence speed, respec-
tively. Especially, the local search capability is controlled by the
number of seeds during the optimization process.

2.3.3. Differential evolution algorithm with encoding mechanism
(DEEM)

The differential evolution (DE) algorithm with encoding mech-
anism was proposed byWang [46] for obtaining the optimal layout
of the wind farm to maximize the power output. The DE algorithm
as a search engine provides strong global search ability for solving
the COPs in the DEEM. Moreover, a caching strategy is adopted to
speed up the evaluation process. With the help of the proposed
cashing strategy, DEEM is able to find the optima of the COPs by
tuning few parameters.

3. The proposed fast constrained state transition algorithm

3.1. Motivation

In dealing with COPs, it is common that the existing methods
are dedicated to locating the optimum by introducing complex
strategies in generating and selecting candidate solutions, which
may sacrifice a lot of execution time. Consequently, this paper
takes the optimality and computational efficiency into account
from the following aspects. The first is the fast solution generation.
An operator is introduced to produce a number of solutions at a
time rather than using an operator multiple times to generate
the same number of solutions, so that much computation time
can be saved by less frequently using the solution generator. The
second is the solution selection in the constraint-handling tech-
nique. The selection takes account of the optimality, the differenti-
ation and the computational efficiency, where the diverse solutions
may assist in the search of the optimum and further improve the
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computational efficiency. The third is the convergence enhance-
ment. The conventional SQP having fast convergency is introduced
into the STA to quickly locate the optimum. Therefore, this
research aims to enhance the computational efficiency without
compromising the optimality to deal with the COPs.

3.2. Fast constrained state transition algorithm

This paper proposes a fast constrained state transition algo-
rithm (FCSTA) to deal with COPs. The FCSTA includes three key
components. The first is the simplified STA for fast solution gener-
ation, presented in subSection 3.2.1. The second part is SQP for
convergence enhancement, as exhibited in subSection 3.2.2. The
last part is the the proposed constraint-handling technique for
solution selection, as shown in subSection 3.2.3.

3.2.1. Modified state transition algorithm
In this study, the modified STA is adopted to deal with COPs. But

this research only investigates the rotation, axesion and translation
transformation operators. The expansion and translation transfor-
mation operators are designed for global search and local search,
respectively, and the rest two transformation operators aim to
improve the diversity of the solutions generated by the expansion
and translation transformation operators in different aspects. For
example, the rotation operator samples solutions in a controllable
hyper-sphere where the center is the solution with the incumbent
best objective function value. The axesion operator generates solu-
tions by modifying the values of decision variables of the selected
solutions in different dimensions. Due to the controllable search
ability of the rotation, axesion and translation transformation
operators, these operators may be effective in the detection of
the feasible regions, and further assist in the search of the optimum
of the COPs. In contrast, the expansion operator generates solution
in the whole search space while these solutions may be more likely
to be sampled in the infeasible regions. Consequently, the expan-
sion operator consumes many evaluations but fails to produce fea-
sible solutions to solve COPs.

After selecting three out of four operators in basic STA, two of
them need to be modified with adaptive parameter tuning, so in
Eq. (5), and Eq. (6), there are two parameters (a and d) to control
the search scale. In this work, a simple self-adaptive parameter
tuning strategy is designed to balance the global and local search
in different stages of the optimization. In the initial stage, the tun-
ing process is conducted as follows.

a ¼ amax2; if a 6 amax1

a=fc; otherwise

�
; ð8Þ

d ¼ dmax2; if d 6 dmax1

d=fc; otherwise

�
; ð9Þ

where the fc is a constant, called lessening coefficient, which is
applied to shrink the search range of rotation and axesion operators
in terms of exponential function; the a is set in the range of
[amax1;amax2], which helps the rotation operator explore the search
space in a controllable hyper-sphere. By contrast, d is set in
[dmax1; dmax2] but axesion operator assists the search along the axis.
Both of them are meant to globally detect the feasible regions.

After the initial stage, the tuning process is performed as
follows.

a ¼ amax1; if a 6 amin

a=fc; otherwise

�
; ð10Þ

d ¼ dmax1; if d 6 dmin

d=fc; otherwise

�
; ð11Þ
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where the a is in [amin;amax1], and d in [dmin; dmax1]. In this stage,
both rotation and axesion transformation operators are applied to
do exploitation in the feasible regions.

3.2.2. SQP based local search
In comparison with the intelligent algorithms, the deterministic

algorithms, like the SQP, have a stronger local search ability with a
fast speed. Therefore, this study integrates the SQP into the search
process when some feasible solutions are found after a number of
iterations. The readers are referred to [7] for more details of SQP.
With the assistance of the SQP, the search process will be sped
up to find the region around the optimum, in which a feasible solu-
tion is specified to the SQP as the initial solution.

3.2.3. Branch and screen strategy
In constrained evolutionary optimization, the constraint han-

dling techniques are applied for selecting potential solutions from
the candidate solution set. Commonly, the optimality and com-
plexity are taken into consideration in some constraint handling
strategies, such as the penalty method [12] and feasibility prefer-
ence method [5]. In the hybrid techniques, both the optimality
and diversity are considered to select potential solutions to gener-
ate effective solutions in exploring the feasible regions, such as the
multi-objective concepts [43,44] and the ensemble of constraint-
handling techniques [30,41]. However, the hybrid techniques use
different strategies to select solutions in different optimization
stages so that they may cost much computing resources. Hence,
the optimality, computational efficiency and diversity are consid-
ered in this work and a novel constraint handling technique is pro-
posed, called branch and screen strategy. The branch and screen
strategy is detailed in Fig. 1.

In Fig. 1, candidate solutions are divided into two categories
(feasible and infeasible solution sets). Then the solutions in differ-
ent categories will be screened or filtered in different ways accord-
ing to the objective values and constraint violations.

In the selection of solutions among the feasible solution set, the
objective function values of the solutions are sorted in an ascend-
ing order. The right branch of Fig. 1 shows that the feasible solution
with the smallest objective value is selected with the highest pri-
ority. Then, other candidate solutions are screened according to
Eq. (12).

S ¼ kxk � xbestk2 � n; ð12Þ
where
Fig. 1. An illustration of branch and screen strategy.
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n ¼ c � ðU � LÞ
FEs

Thre 1þ 1
� � ;

where c and Thre 1 are two constants; U and L are the upper and
lower bounds of the decision vector; FEs denotes the current num-
ber of function evaluations in an optimization process; xk is the cur-
rent candidate solution; xbest is a solution with best objective
function value. If S is lager than zero, then xk is selected. Eq. (12)
describes the diversity of the solutions by computing the distance
between the solution xk to the xbest , where n is used to describe
the degree of the variance. Therefore, the screen strategy to select
solutions among the feasible solution set will maintain diversity
by selecting the solution with best objective value, avoiding repet-
itive search of a specific region by selecting diverse solutions in
terms of Eq. (12).

An illustrative example of n over FEs is given in Fig. 2, where the
upper and lower bounds are obtained according to a constrained
engineering optimization problem (power dispatch) [17]. The plot
shows that n descends with the increase of the number of evalua-
tions. In the initial stage of the optimization, a large value is set to n
to select the solutions assisting the global search but a small value
assisting the local search in the later stage of optimization.

The screen strategy to select solutions among the infeasible
solution set is presented in the left branch of Fig. 1. Firstly, the
objective function value of the infeasible solutions is compared
with that of the best solution (xbest) in the feasible solution set.
Then, the infeasible solutions with smaller objective values will
be retained for further screening. After the selection, the infeasible
solution with smallest constraint violation is firstly selected. Then
other infeasible solutions with smaller constraint violation are
selected into the potential solution set when their corresponding
S values are positive by computing Eq. (12).

The branch and screen strategy proposed in this study simulta-
neously considers the optimality and diversity of the feasible and
infeasible solutions, so the solution of the COPs may quickly con-
verge in different directions. On the one hand, the comparison in
terms of the objective values may drive the search process toward
the optimum of COPs, especially among the feasible solution set.
On the other hand, the diversity of feasible solutions estimated
by Eq. (12) can help the local search (like SQP and translation oper-
ator) to find the local optimum, while the diversity of infeasible
solutions may guide the search towards the feasible regions where
their optimal solutions have smaller objective values than the best
one (xbest).

The main procedure of branch and screen strategy is given in
Algorithm 1.
Fig. 2. Example for n over the number of evaluations FEs on the problem of power
dispatch.



Algorithm 1: Pseudo-code of the branch and screen strategy

Input:
X: a solution set generated by the modified STA
F: the corresponding objective function values
G: the corresponding constrained violation values

Output:
X�: the selected potential solutions
F�: the objective values of selected potential solutions
G�: the constraint violations of selected potential solutions

1. ½X feasi; F feasi;num feasi;X infeasi; F infeasi;G infeasi;num infeasi�  Branch (X; F;G)
2. if num feasi > 0 then:
3. ½X� feasi; F� feasi�  Scr_Feasi(X feasi; F feasi)
4. G� feasi 0; F feasiBest F� feasið1Þ
5. else
6. X� feasi ½�; F� feasi ½�
7. G� feasi ½�; F feasiBest  ½�
8. end if
9. if num infeasi > 0 then:
10. ½X� infeasi; F� infeasi;G� infeasi�  Scr_Infeasi ðX infeasi; F infeasi;G infeasi; F feasiBestÞ
11. else
12. X� infeasi ½�; F� infeasi ½�
13. G� infeasi ½�
14. end if
15. X�  [X� feasi;X� infeasi]
16. F�  [F� feasi; F� infeasi]
17. G�  [G� feasi;G� infeasi]
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In Algorithm 1, the Branch function in line 1 is designed to
divide candidate solutions into feasible and infeasible solution sets.
The output of the Branch function includes feasible solutions
(X_feasi) and infeasible solutions (X_infeasi), objective function val-
ues of feasible solutions (F_feasi) and infeasible solutions (F_infeasi),
constraint violation of infeasible solutions (G_infeasi), and the num-
ber of feasible solutions (num_feasi) and infeasible solutions
(num_infeasi). Lines 2 to 9 are applied to deal with feasible solution
set. The Scr_Feasi function is applied to screen the diverse feasible
solutions with smaller objective function value. The F_feasiBest is
the objective function value of the smallest feasible solution. Lines
10 to 16 are used to cope with the infeasible solution set. The
Scr_Infeasi function is used to screen diverse infeasible solutions
with smaller constraint violation and objective function value.

3.3. Framework of the proposed algorithm

The proposed fast constrained state transition algorithm con-
sists of the modified STA, SQP and the branch and screen strategy.
The main procedure of FCSTA is given in Algorithm 2.

Algorithm 2: Pseudo-code of the fast constrained state
transition algorithm

Input:
max FEs: the maximum number of evaluations
½amax1;amax2�: the range of rotation factor in initial stage
½amin;amax1�: the range of rotation factor in second stage
½dmax1; dmax2�: the range of axesion factor in initial stage
½dmin; dmax1�: the range of axesion factor in second stage
b: the factor of translation transformation operator
r; Thre 2: two constants
SE: the number of samples

Output:
Best�: the optimal solution
206
a (continued)

Algorithm 2: Pseudo-code of the fast constrained state
transition algorithm

1. FEs 0; Iter  0
2. a amax2; d dmax2

3. while FEs < max FEs do
4. if FEs 6 max FEs � r
5. Do parameter tuning as Eqs. 8,9
6. else
7. Do paramter tuning as Eqs. 10,11
8. end if
9. ½Xr ; Fr;Gr �  rotation (func;X;a; SE; range)
10. ½X; F;G�  branch_screen (Xr ; Fr ;Gr)
11. ½Xa; Fa;Ga�  axesion (func;X; d; SE; range)
12. ½X; F;G�  branch_screen (Xa; Fa;Ga)
13. ½Xt ; Ft ;Gt�  translation (func;X; b; SE; range)
14. ½X; F;G�  branch_screen (Xt; Ft ;Gt)
15. if Iter mod Thre 2 ¼¼ 0 and Gð1Þ == 0 then
16. ½X; F�  SQP (func;Xð1Þ; Fð1Þ; range)
17. end if
18. Iter  Iter þ 1
19. end while
20. Best�  X

In Algorithm 2, lines 1 to 2 initialize several parameters, such as
the current number of function evaluations (FEs, which is treated
as a global variable and updated in each transformation operator)
and iterations (Iter). Lines 4 to 8 implement simple self-adaptive
parameter tuning strategy by Eqs. (8)–(11). In lines 9 to 17, the
highlighted functions in bold are used to generate and select can-
didate solutions. The output of rotation function denotes the gen-
erated candidate solutions, the corresponding objective values and
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constraint violations, and the same as the axesion and translation
functions. The branch_screen is used to select potential solutions
(X) from the generated candidate solution set. The X(1) is the best
feasible solution in X. The F(1) is the corresponding function value
of X(1). SQP is conducted in lines 15–17.

The flow chart of FCSTA is presented as the Fig. 3.
In initialization, the parameters of the modified STA and the

branch and screen strategy are initialized. After the self-adjust
parameter tuning, the rotation, axesion and translation transfor-
mation operators are introduced to generate candidate solution
alternatively. After each transformation, the branch and screen
strategy is performed. Once the condition is satisfied that a feasible
solution has found under a certain number of iterations, SQP is
conducted. The above steps will be repeated until the terminal
condition is met.
4. Experimental studies and analysis

4.1. Benchmark test and parameter setting

In this work, 22 well-known benchmark test functions [28] are
adopted to test the proposed method in comparison with three
state-of-the-art algorithms to deal with the COPs, i.e, TLBO [36],
CTSA [4], and DEEM [46]. The 22 well-known benchmark test func-
Fig. 3. Flow chart of FCSTA.
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tions are widely used for the constrained real-parameter optimiza-
tion [27]. Various characteristics are synthetically taken into
account on 22 test functions such as the combination of (i.e. lin-
ear/nonlinear) objective functions and (i.e. equality/inequality)
constraints, and different dimensions of decision space. After that,
four engineering optimization problems are applied to further
investigate the performance of FCSTA, i.e, welded beam design
[39], tension/compression spring design [11], pressure vessel
design [31] and power dispatch [17]. The four problems are
detailed in Eqs. (13)–(16).

The parameter setting of FCSTA is presented in Table 1 for the
experiments on 22 test functions and four real applications. All
the programs were executed in Matlab 2018b using the CPU with
an Intel(R) Core(TM) i7-8550U @ 1.8 GHz and 8.00 GB RAM. The
operation system was the Microsoft Windows 10.
4.2. Experiments on 22 well-known test functions

The experiments on 22 test functions are presented in Table 2,
where characteristics are best objective function values (Best),
standard deviation (Std.dev) and average time (T_ave(s)).

The results are based on 50 independent runs where 300000
function evaluations are set for all methods per each independent
run. In the table, Best reflects the optimality of four different meth-
ods. Std.dev indicates the robustness of algorithms. In this study,
the T_ave(s) describes how fast the algorithm can find the opti-
mum of the COPs. Notably, the equality constraints in the above
test functions are converted into inequality constraint by introduc-
ing the variable reduction strategy in [48].

In Table 2, the experimental results show that the FCSTA out-
performs the compared algorithms with respect to the computa-
tional efficiency, optimality, and robustness on most instances of
22 test functions. Specifically, the T_ave(s) value of FCSTA on all
instances is much less than that obtained by other three algo-
rithms. Especially, the T_ave(s) of FCSTA on G21 and G23 are
0.66s and 0.74s, respectively, and FCSTA achieves around 10 times
faster than other methods to find the optimum on these two prob-
lems. The computational efficiency of FCSTA benefits from the way
of the solution generations, because the proposed algorithm saves
much time to sample solutions by three transformation operators.
According to the (Best) value, FCSTA performs the same in compar-
ison with DEEM on most instances and slightly worse on G05 G14,
G21, and G23, but outperforms CTSA and TLBO on 9 and 10 out of
22, respectively and performs the same on the rest instances. Addi-
tionally, the CTSA and TLBO fail to find the feasible solution of G21.
By contrast, TLBO fails to find the feasible solution of G17, G21 and
G23 in some dependent runs, therefore, their corresponding stan-
dard deviations on these problems cannot be computed and are
denoted by (‘-’). In terms of the standard deviation, FCSTA shows
better performance than CTSA and TLBO on 10 and 13 out of 22
instances, respectively, but slightly worse than DEEM on 5
instances. On the rest instances, FCSTA performs the same as the
three methods. In summary, the proposed FCSTA has a good bal-
ance between the optimality, computational efficiency and
robustness.
Table 1
Parameter settings of FCSTA

Parameter Value Parameter Value Parameter Value

max FEs 300000 c 0.01 r 0.03
Thre 1 1e4 dmax2 30 amax2 20
Thre 2 10 dmax1 3 amax1 2
SE 40 dmin 1e-4 amin 1e-4
fc 2 b 1



Table 2
Experimental results of FCSTA and other three methods over 50 independent runs on 22 test functions.

Func FCSTA TLBO [36] CTSA [4] DEEM [46]

Best Std.dev T_ave(s) Best Std.dev T_ave(s) Best Std.dev T_ave(s) Best Std.dev T_ave(s)

G01 -15 0 0.93 -15 0 25.62 -15.00 0.00 13.66 -15 0 7.71
G02 -0.80 0.01 1.17 -0.76 0.08 32.66 -0.80 0.00 11.15 -0.80 0.00 8.72
G03 -1.00 0.00 0.40 -1.00 0.07 22.55 -1.00 0.00 9.18 -1.00 0.00 6.75
G04 -30665.54 0.00 0.62 -30665.54 0.00 21.41 -30665.54 0.00 10.86 -30665.54 0.00 8.97
G05 5126.52 0.09 0.83 5582.01 0.00 22.33 5126.89 56.50 12.12 5126.50 0.00 6.65
G06 -6961.81 0.00 0.81 -6961.81 0.00 20.46 -6961.81 0.00 10.41 -6961.81 0.00 7.32
G07 24.31 0.00 0.76 24.32 0.06 24.74 24.40 0.07 11.52 24.31 0.00 5.65
G08 -0.10 0.00 0.64 -0.10 0.00 21.23 -0.10 0.00 10.64 -0.10 0.00 6.23
G09 680.63 0.00 0.81 680.63 0.00 28.97 680.63 0.00 11.24 680.63 0.00 8.77
G10 7049.25 11.95 0.77 7077.02 96.89 27.56 7057.36 45.27 14.39 7049.25 0.00 6.98
G11 0.75 0.00 0.72 0.75 0.00 18.83 0.75 0.00 10.36 0.75 0.00 4.75
G12 -1 0 2.28 -1 0 99.44 -1 0 84.50 -1 0 7.73
G13 0.05 0.00 0.97 0.44 0.20 22.65 0.50 0.14 11.46 0.05 0.00 6.93
G14 -47.72 0.01 0.51 -45.40 1.12 26.43 -45.07 1.11 12.98 -47.76 0.00 8.66
G15 961.72 0.00 0.74 961.71 1.35 19.51 962.06 2.31 11.14 961.72 0.00 6.78
G16 -1.90 0.00 0.85 -1.90 0.00 27.09 1.90 0.00 15.85 -1.91 0.00 7.72
G17 8853.53 0.00 0.79 9025.71 - 24.57 8865.40 0.00 13.13 8853.53 0.00 7.11
G18 -0.87 0.09 0.79 -0.86 0.04 29.49 -0.86 0.08 12.47 -0.87 0.00 7.70
G19 32.66 0.00 0.98 32.74 0.45 30.85 37.07 0.93 11.13 32.66 0.00 11.05
G21 193.79 0.01 0.66 - - 26.25 - - 13.47 193.72 0.23 8.16
G23 -400.00 0.00 0.73 0 - 24.84 -400.00 0.03 11.06 -400.06 0.00 9.21
G24 -5.51 0.00 0.70 -5.51 0.00 20.95 -5.51 0.00 10.65 -5.51 0.00 6.33
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4.3. Engineering optimization problems

The engineering optimization problems are from the real-world
applications. They can reflect the real industrial production pro-
cesses. Four engineering optimization problems are introduced to
test the performance of the proposed method, including the
welded beam design [39], tension/compression spring design
[11], pressure vessel design [31] and power dispatch [17].

A. Welded beam design

min f ðXÞ ¼ 1:10471x21x2 þ 0:04811x3x4ð14þ x2Þ;
s:t: g1ðXÞ ¼ sðXÞ � smax 6 0;

g2ðXÞ ¼ rðXÞ � rmax 6 0;

g3ðXÞ ¼ x1 � x4 6 0;

g4ðXÞ ¼ 0:125� x1 6 0;

g5ðXÞ ¼ dðXÞ � 0:25 6 0;

g6ðXÞ ¼ P � PcðXÞ 6 0;

g7ðXÞ ¼ 0:10471x21 þ 0:04811x3x4ð14þ x2Þ � 5 6 0:

ð13Þ
where

0:1 6 x1 6 2;0:1 6 x2 6 10;
0:1 6 x3 6 10;0:1 6 x4 6 2;

sðXÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s21 þ 2s1s2ðx22RÞ þ s22

q
;

s1 ¼ Pffiffi
2
p

x1x2
; s2 ¼ MR

J ;

M ¼ PðLþ x2
2 Þ; JðXÞ ¼ 2f

ffiffiffi
2
p

x1x2½x
2
2
4 þ ðx1þx32 Þ

2�g;

R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x22
4 þ ðx1þx32 Þ

2
q

;rðXÞ ¼ 6PL
x4x23

; dðXÞ ¼ 6PL3

Ex33x4
;

PcðXÞ ¼
4:013E

ffiffiffiffiffiffi
x2
3
x6
4

36

q
L2

ð1� x3
2L

ffiffiffiffi
E
4G

q
Þ;

G ¼ 12� 106ps; E ¼ 30� 106ps;
P ¼ 6000lb; L ¼ 14in:

B. Tension/compression spring design
208
min f ðXÞ ¼ ðx3 þ 2Þx2x21;
s:t: g1ðXÞ ¼ 1� x32x3

71785x41
6 0;

g2ðXÞ ¼ 4x22�x1x2
12566ðx2x31�x41Þ

þ 1
5108x21

� 1 6 0;

g3ðXÞ ¼ 1� 140:45x1
x2
2
x3

6 0;

g4ðXÞ ¼ x1þx2
1:5 � 1 6 0:

ð14Þ

where

0:05 6 x1 � 2; 0:25 6 x2 6 1:3; 2 6 x3 6 15:

C. Pressure vessel design

min f ðXÞ ¼ 0:6224x1x3x4 þ 1:7781x2x23 þþ3:1661x21x4 þ 19:84x21x3
s:t: g1ðXÞ ¼ �x1 þ 0:0193x3 6 0;

g2ðXÞ ¼ �x2 þ 0:00954x3 6 0;
g3ðXÞ ¼ �px23x4 � 4

3px
3
3 þ 1296000 6 0;

g4ðXÞ ¼ x4 � 240 6 0:
ð15Þ

where

0:0625 6 x1; x2 � 6:1875; 10 6 x3; x4 6 200:

D. Power dispatch

min FCðXÞ ¼
XNt

i¼1
PWi � Ti � Pi þ FC0;

s:t: hðXÞ ¼
XNt

i¼1

XNe

j¼1
q� Iij � Ncj � Eij � Ti ¼ G:

ð16Þ

where

PWi ¼
XNe

j¼1
Vij � Iij � Ncj;

Iij ¼ Npj � S� Xij;

Vij ¼ a0 þ a1 � Xij;

Eij ¼ b0 þ b1 � Xij þ b2 � X2
ij þ b3 � X3

ij þ b4 � X4
ij;

Nc ¼ ½240;240;246;192;208;208;208�;
Np ¼ ½34;46;54;56;56;57;57�;
j ¼ ½1;2;3;4;5;6;7�; i ¼ ½1;2;3�
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P ¼ ½1:6;1;0:7� � 0:5627; b0 ¼ 0:785037;
b1 ¼ 5:855e� 4; b2 ¼ 2e� 6; b3 ¼ 3:2094e� 9;
b4 � 1:9052e� 12; a0 ¼ 2:76284; a1 ¼ 0:00093;
FC0 ¼ 164000;G ¼ 960; S ¼ 1:13;
200 6 Xij 6 650:

In this section, two experiments are designed to fully investigate the
performance of the proposed method to efficiently locate the opti-
mum of these real applications in comparison with the three meth-
ods. Firstly, the termination condition is set to a fixed number of
Fig. 4. Convergence graphs of FCSTA and three methods in 50 independent runs w

Table 3
Experimental results of FCSTA and three methods over 50 independent runs with a fixed

Problem Algorithm Best

Welded beam design FCSTA 1.70
TLBO [36] 1.70
CTSA [4] 1.70
DEEM [46] 1.70

Tension/Compression spring design FCSTA 0.01
TLBO [36] 0.01
CTSA [4] 0.01
DEEM [46] 0.01

Pressure vessel design FCSTA 5885.33
TLBO [36] 5885.53
CTSA [4] 5897.08
DEEM [46] 5885.33

Power dispatch FCSTA 1777658.14
TLBO [36] 1777665.94
CTSA [4] 1780729.95
DEEM [46] 1777658.15
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evaluations which is equal to 300000. The corresponding experi-
mental results are shown in Table 3 and Fig. 4. Secondly, the termi-
nation condition is set to a fixed time which is equal to 0.5s. The
experimental results are illustrated in Table 4 and Fig. 5.

All the results are based on 50 independent runs on these four
problems and presented in Table 3 and Table 4. The best, mean,
worse and standard deviation of the objective function values,
average time (T_ave) or evaluations (FEs_ave) are applied as the
indicators to evaluate the results. The experimental settings are
given in Table 1.
ith a fixed number of evaluations on four engineering optimization problems..

number of evaluations on four engineering optimization problems.

Mean Worst Std.dev T_ave(s)

1.70 1.70 0.00 0.82
1.70 1.70 0.00 24.78
1.70 1.70 0.00 15.74
1.70 1.70 0.00 6.37

0.01 0.01 0.00 0.86
0.01 0.01 0.00 20.45
0.01 0.01 0.00 13.44
0.01 0.01 0.00 6.17

5885.33 5885.33 0.00 0.80
5885.55 5885.92 0.10 21.12
5945.64 6074.05 38.61 13.42
5885.33 5885.33 0.00 6.71

1777658.14 1777658.14 0.00 1.73
1777692.46 1778001.33 57.45 41.43
1781652.88 1783022.44 513.42 25.38
1777658.17 1777685.28 0.03 12.49



Table 4
Experimental results of FCSTA and other three selected methods over 50 independent runs with a fixed time on four engineering optimization problems.

Problem Algorithm Best Mean Worst Std.dev

Welded beam design FCSTA 1.70 1.70 1.70 0.00
TLBO [36] 1.77 1.96 2.32 0.12
CTSA [4] 1.73 1.84 2.04 0.07
DEEM [46] 1.78 1.90 2.14 0.08

Tension/Compression spring design FCSTA 0.01 0.01 0.01 0.00
TLBO [36] 0.01 0.01 0.01 0.00
CTSA [4] 0.01 0.01 0.01 0.00
DEEM [46] 0.01 0.01 0.02 0.00

Pressure vessel design FCSTA 5885.33 5885.33 5885.33 0.00
TLBO [36] 6048.00 6382.85 7201.90 275.67
CTSA [4] 6195.50 6574.91 7153.19 233.96
DEEM [46] 6419.55 6911.49 7593.50 316.99

Power dispatch FCSTA 1777658.14 1777658.14 1777658.15 0.00
TLBO [36] 1799534.19 1851628.49 1901026.57 21897.65
CTSA [4] 1888285.69 1904731.56 1945983.77 14584.41
DEEM [46] 1822438.35 1854913.84 1915420.01 21156.19

Fig. 5. Convergence graphs of FCSTA and other three methods in 50 independent runs with a fixed time on four engineering optimization problems..
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The first set of experiment is performed with the fixed number
of evaluations (300000), and the results are shown in Table 3 and
Fig. 4.

� In Table 3, the experimental results are given in terms of the
five indicators, including the best, mean, worst objective values,
standard deviation, and average time. The experimental results
show that FCSTA performs better than other algorithms with
respect of the optimality, robustness and the computational
efficiency on most engineering optimization problems. The best
210
and worst indicators reflect the optimality and the smaller the
values are, the better the performance achieves. The Best and
Worst of FCSTA are smaller than that of TLBO and CTSA on pres-
sure vessel design and power dispatch, while the optimality of
FCSTA is the same as that of the other methods on the other
two problems. The robustness is evaluated by means of the
Mean and Std.dev. The results on the robustness performance
of FCSTA are consistent with the results on the optimality.
According to the average time (T_ave(s)), FCSTA outperforms
TLBO, CTSA and DEEM and achieves over seven times faster
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than these algorithms to find the optimal solutions on all tested
applications. Accordingly, FCSTA performs better than other
methods on these four engineering optimization problems.
� Fig. 4 presents the convergence curves of the four algorithms on
four engineering problems. From the plots, the FCSTA has the
fastest computational efficiency on four engineering optimiza-
tion problems. FCSTA also shows good search ability to find
the optimum while the computational efficiency of DEEM and
TLBO fluctuates during the optimization.

The second set of experiment is conducted with the same fixed exe-
cution time (0.5s). The results are shown in Table 4 and Fig. 5.

� Table 4 shows that FCSTA outperforms other three methods on
all indicator values. Firstly, the Best and the Worst values indi-
cate that FCSTA achieves better performance on optimality than
other methods on welded beam design, pressure vessel design
and power dispatch, while it has the same performance on ten-
sion/compression spring design. Secondly, the advantage of
FCSTA on the robustness is also apparent by comparing the
Mean and Std.dev values of the best object values. Overall, the
proposed method shows outstanding performance on these
applications with respect of the optimality, robustness and
computational efficiency.
� The convergence plots on these four applications are given in
Fig. 5, where the execution time is set to 0.5s. The curves show
that FCSTA has the higher computational efficiency compared
with other methods, especially on welded beam design, pres-
sure vessel design, and power dispatch. The curves of FCSTA
are more stable than that of other methods and converge fast
to the steady minimum value, which indicates the proposed
method has better search ability to find the optimum on these
problems. Combining the results in Fig. 4 and in Fig. 5, we find
that there are many fluctuations in the convergence curves of
DEEM and TLBO during the optimization process, as shown in
Fig. 5, but the convergence curves of these two methods seem
to be stable in Fig. 4. The phenomenon indicates that these
two algorithms have to spend a large amount of time to reach
the steady minimum values on different applications.

4.4. Effectiveness of the SQP and the modified constrained STA on
FCSTA

In this section, an investigation is performed on the effective-
ness of the SQP and modified STA on the performance of FCSTA,
and the results are presented in Table 5 and Fig. 6. Here, CSTA is
Table 5
Experimental results of the FCSTA, the variants of FCSTA and CSTA in 50 independent run

Problem Algorithm Best

Welded beam design FCSTA 1.70
ICSTA_1 1.70
ICSTA_2 1.70
CSTA [17] 1.70

Tension/Compression spring design FCSTA 0.01
ICSTA_1 0.01
ICSTA_2 0.01
CSTA [17] 0.01

Pressure vessel design FCSTA 5885.33
ICSTA_1 5886.04
ICSTA_2 5885.67
CSTA [17] 5910.11

Power dispatch FCSTA 1777658.14
ICSTA_1 1787699.88
ICSTA_2 1807761.01
CSTA [17] 1817964.89
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a constrained optimization algorithm based on STA and a two-
stage constraint handling technique [17].‘ICSTA 1’ and ‘ICSTA 2’
are two variants of FCSTA without SQP operator. ‘ICSTA_2’ uses a
novel constraint-handling technique compared to CSTA, and
‘ICSTA_1’ can be considered as a simplified ‘ICSTA_2’ which uses
the simplified STA. The terminal condition is the fixed execution
time and it is set to 0.2s.

� In Table 5, FCSTA outperforms ‘ICSTA 1’ and ‘ICSTA 2’ without
SQP on pressure vessel design and power dispatch, and no
worse than them on all tested applications. Notably, it means
that FCSTA with SQP has better performance on optimality
according to the Best and Worst values. Moreover, the robust-
ness is also improved when the SQP is applied in FCSTA. But
the FEs ave value of FCSTA is less than that of ‘ICSTA 1’ and
‘ICSTA 2’, which means that the SQP takes more time to
improve the convergence rate compared to CSTA. The simplified
STA in ‘ICSTA 1’ can produce more solutions than ‘ICSTA 2’ with
four transformations, which proves that the expansion transfor-
mation takes longer time to generate solutions than other three
operators. Therefore, the simplified STA can take less time to
generate the same number of candidate solutions. ‘ICSTA 2’ out-
performs CSTA on Welded beam design, pressure vessel design
and power dispatch, and no worse than them on all tested
applications,which means that the novel constraint-handling
technique is relatively simpler than the hybrid techniques but
can obtain more diverse solutions, so that the convergence rate
can be improved.
� In Fig. 6, the convergence curves of FCSTA are similar to that of
‘ICSTA 1’ and ‘ICSTA 2’ on welded beam design, tension/com-
pression spring design and power dispatch. However, FCSTA is
able to find smaller steady minimum values on tension/com-
pression spring design and pressure vessel design, especially
on power dispatch. FCSTA and its variants have better computa-
tional efficiency than CSTA on all applications except tension/-
compression spring design problems. Overall, the SQP and
simplified STA contribute significantly to FCSTA to find the opti-
mum of these applications.

To sum up, it is found that the proposed FCSTA outperforms other
compared approaches for the majority of all tested problems. There
are three important components in FCSTA that can explain why it is
superior to other approaches: Firstly, a simplified STA with adaptive
parameter tuning is put forward, which can not only generate more
potential candidate solutions but also consume less time. Secondly,
a novel constraint-handling technique called branch and screen
s with a fixed time on four engineering optimization problems.

Mean Worst Std.dev FEs_ave

1.70 1.70 0.00 83674
1.70 1.70 0.00 161931
1.70 1.70 0.00 135492
1.76 1.87 0.05 68867

0.01 0.01 0.00 84940
0.01 0.01 0.00 141867
0.01 0.01 0.00 135171
0.01 0.01 0.00 67716

5885.33 5885.33 0 82639
5968.84 6277.59 164.71 174879
6012.29 6795.55 210.78 148713
6497.81 7290.45 388.95 79364

1777658.24 1777659.11 0.20 40061
1818217.59 1875929.38 16258.64 51198
1837694.28 1915711.45 27164.98 45227
1868525.62 1969381.26 32573.87 20763



Fig. 6. Convergence graphs of the FCSTA, the variants of FCSTA and CSTA in 50 independent runs with a fixed time on four engineering optimization problems..
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strategy is proposed to maintain diverse candidates including both
feasible and infeasible solutions. Thirdly, a local search procedure
based on SQP is used to further speed up the convergence.
5. Conclusion and future work

Recently, there are many methods proposed to deal with the
constrained optimization problems. However, the majority of
existing methods are slow to find the optima of the COPs due to
time-consuming solution generation and selection during the opti-
mization. To resolve this problem, this paper proposed a competi-
tive constrained optimization algorithm which embeds the
proposed branch and screen strategy into a simplified state transi-
tion algorithm. The branch and screen strategy considers the opti-
mality, diversity, and computational efficiency simultaneously of
the solutions during the constraint handling process, while the
simplified state transition algorithm has strong exploration and
exploitation abilities during the optimization. Once a feasible solu-
tion is found under a certain number of iterations, sequential quad-
ratic programming is utilized to enhance the computational
efficiency. A series of experiments have been conducted to test
the performance of the proposed method, including 22 benchmark
functions and 4 real industrial applications. The results demon-
strated that the proposed method is competitive in finding the
optima of the problems with a good balance between the robust-
ness and fast convergency. In the future, we will continue to work
on large scale constrained optimization problems based on decom-
position method and constrained multi-objective optimization
problems.
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