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| Application of Task-oriented Dialogue
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| Architecture of Task-oriented Dialogue

_______________________________________________________________________________________

& “I want to find a Chinese Restaurant”
“Where do you want to eat”

_______________________________________________________________________________________

How does a task-oriented dialogue conduct the communication?




| Architecture of Task-oriented Dialogue
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| Architecture of Task-oriented Dialogue
e Spoken Language Understanding (SLU)

e Input: user utterance

e Output: semantic frame (intents&slots)

“I want to find a

B Spoken Language w
Chinese Restaurant
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| Architecture of Task-oriented Dialogue

e Dialog Manager

 Dialogue state tracking

e Input: a dialogue / a turn with its previous state

e Output: dialogue state at the current turn (e.g. slot-value pairs)
e Dialogue Policy

o Input: dialogue state + KB results

e QOutput: system action (speech-act + slot-value pairs)

& b [ \
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| Architecture of Task-oriented Dialogue

 Natural Language Generation (NLG)

e Input: system action (speech-act + slot-value pairs)

o Output: natural language response

“I want to find a
Chinese Restaurant”

“Where do you want
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Generation (NLG) J‘
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| Introduction

e SLU

 Slot filling -> sequence labeling
e Input: X ={x1,22,...,7,}
e QOutput: S ={s1,52,...,5,}
e Intent detection -> classification task
e Input: X ={x1,29,...,2,}
e Output: I

i Slot O B-movie-type  I-movie-type
|

|

|

| ) .

; Utterance Watch action movie

Intent [ WatchMovie ]

_-_— O - - - -



| Evaluation Metrics

e F1 scores for slot filling

e F1 scores are adopted to evaluate the performance of slot filling, which is
the harmonic mean score between precision and recall

e Intent accuracy for intent detection

e Intent Accuracy is used for evaluating the performance of intent detection,
calculating the ratio of sentences for which intent is predicted correctly

e Overall accuracy for SLU

e Overall accuracy is adopted for calculating the ratio of sentences for which
both intent and slot are predicted correctly in a sentence



| Resources
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| SLU Models

e Single Model

e (a) Slot Filling and Intent Detection model

e Joint Model
e (b) Implicit Joint Model and (c¢) Explicit Joint Model

Intent Decoder Slot Decoder i Intent Decoder Slot Decoder : Intent Decoder Slot Decoder
A T i \\777777 . P ///‘ : \\\7777 77////‘
| IVl : o

Encodi i | . : .

. nco {[ntg [ . Encodltntg‘ ] | Shared Representation | Interaction
epres;n ation epre?n ation T | Module

Encoder Encoder . Shared Encoder E Shared Encoder

X1 X2 ... Xn X1 Xy ... Xn : X1 X2 X3 X4 X5 X6 Xn : X1 X2 X3 Xy X5 X6 Xn

(a) (b) (©)
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| Single Model - Slot Filling

 Compare several RNN architectures, including the Elman-type and Jordan-type

networks with their variants, for slot filling

e Explore the effectiveness of word embeddings for slot filling (word embedding boost

the slot filling performance)

N
Sl SZ STl
1 ! T
{ Elman/Jordan RNN ]
I ] ]
X1 X2 Xn
J

S2

T

Elman/Jordan RNN

?

Embedding Layer

T

X2

Grégoire et al. Investigation of Recurrent-Neural-Network Architectures and Learning Methods for Spoken Language Understanding. Interspeech 2013.
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| Single Model - Slot Filling

e An application of LSTMs to spoken language understanding.

e The LSTMs achieves state-of-the-art results on the ATIS data

Yao et al. SPOKEN LANGUAGE UNDERSTANDING USING LONG SHORT-TERM MEMORY NEURAL NETWORKS. SLT 2014.



| Single Model - Slot Filling

* Apply CRF for RNN-based model

 Demonstrate that RNNs can be successfully merged with CRFs to do language
understanding

4 )
S1 S2 Sn
1 I I
CRF
| « |
RNN
] ] ]
X1 X2 Xn
\_ _J

Yao et al. RECURRENT CONDITIONAL RANDOM FIELD FOR LANGUAGE UNDERSTANDING. ICASSP 2014.
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| Single Model - Slot Filling

e An encoder-labeler LSTM that can conduct slot filling conditioned on the
encoded sentence-level information

o Explicitly model label dependencies

S1 Sy Sn A ( A ( S1 Sy
T 1 T 1
[ RNN ] VS. [ RNN | [ RNN
J Sentence L
T T T T T T Information >/T /T ﬂ
X1 X2 Xn X1 X2 Xn X1 X2 Xn
\ y . y \__<B Si 52

Gakuto et al. Leveraging Sentence-level Information with Encoder LSTM for Semantic Slot Filling. EMNLP 2016.



| Single Model - Intent Detection

e RNN for intent detection

e The utterance intent is the product of the probability of the intent of each token

a )

Intenty X Intent, X Intent, »| Final Intent

Suman et al. Recurrent neural network and LSTM models for lexical utterance classification. ST 2014.



| Single Model - Intent Detection

o L.STM for intent detection (leverage the final state for intent detection)

e Obtain better performance than RNN

Intent Detection

Suman et al. Recurrent neural network and LSTM models for lexical utterance classification. ST 2014.

21



e Self-attention network for intent detection

I1 I In
I I I
Self-Attention
?

LSTM /BILSTM
] ] ]
x1 xz le

Yolchuyeva et al. Self-Attention Networks for Intent Detection. RANLP 2019.

| Single Model - Intent Detection

C = softmax (

QK'

Vdy

)V



| Joint Model

e Intent detection and slot filling is highly correlated.

B-music-type X

(.~ -~ - - T T |

[ i Slot O B-movie-type/ I-movie-type |
1 1

! !

| |

|
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| Joint Model

o Implicit Joint Model
e Explicit Joint Model

(

[ Intent ]
Decoder

[ Slot

Decoder

|

{ Shared Encoder
] l ]
X1 X5 n

\/

Intent
Decoder

|

|

Slot
Decoder

|

Interaction Module

Shared Encoder
xl X2 n

(a) Implicit Joint Model

(b) Explicit Joint Model
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| Joint Model-Implicit Joint Modeling

e A joint model where a shared encoder and two separate decoders for
slot filling and intent detection

( )
Intent [ Slot ]
Decoder Decoder

{ Shared Encoder }

Zhang et al. A Joint Model of Intent Determination and Slot Filling for Spoken LLanguage Understanding. [JCAT 2016. 25



| Joint Training with Pre-trained Model

* The first joint work based on BERT (obtains 6%~17% improvement

with non pre-trained model)

~

|

~

|

Intent 11
Detection J [ Slot Filling ]
BERT

[CTLS] le aIz xTn

[SLP] )

Chen et al. BERT for Joint Intent Classification and Slot Filling. Arxi

v 2019.
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| Joint Model-Implicit Joint Modeling

e An encoder-decoder neural network for slot filling and intent detection

Intent Detection Decoder
hy h, hy

! 1 !
{ encoder 7 i i )

T T T \{ Slot Filling Decoder J
X1 X2 Xn

Liu et al. Attention-based recurrent neural network models for joint intent detection and slot filling. Interspeech 2016. 27




| Joint Model-Implicit Joint Modeling

e A conditional RNN model that can be used to jointly perform online spoken
language understanding and language modeling

e SLU can benefit Language Modeling task

> { Slot Filling Task
Encoder } { Intent Detection Task
{ Language Modeling

Liu et al. Joint Online Spoken LLanguage Understanding and L.anguage Modeling with Recurrent Neural Networks. SIGDIAL 2016.
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| Joint Model-Implicit Joint Modeling

e A multi-domain, multi-task framework to jointly model the domain
classification, intent detection and slot filling simultaneously

> { Slot Filling Task }

Encoder } { Intent Detection Task J

{ Domain Classification J

.

Hakkani-Tur et al. Multi-Domain Joint Semantic Frame Parsing using Bi-directional RNN-LSTM. Interspeech 2016. 29



| Drawback-Implicit Joint Modeling

Rely on a set of shared
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Detection
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Encoder
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| Explicit Joint Modeling
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| Joint Model - Single Flow Interaction

Intent > Slot filling

Detection
\ J \ J

Shared
Encoder




| Joint Model - Single Flow Interaction

e Slot-gated mechanism to allow the slot filling can be conditioned on
the intent information

e Information flow from intent to slot

9 —
Se:lzztme)? }? }? yfs
CON-ONON=6 — (& v
— e ==
[ Intent |Attention J—><>—> y!
“hl _Ahz :ih3 _Ah,,, L Intent o ’ W
BLSTM &: > N =—: =—
w T T F T Cis !
Sequence *1 X2 X3 X4
G will be larger if slot and intent are better related

Goo et al. Slot-Gated Modeling for Joint Slot Filling and Intent Prediction. NAACIL 2018.
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| Joint Model - Single Flow Interaction

* A novel self-attentive model with gate mechanism to inject intent
information for slot filling

e Information flow from intent to slot

B-movie-type  I-movie-type

i

Gate Gate Gate
$ A? A T
Self-attentive Encoder Intent Decoder ]
Watch action movie

Li et al. A Self-Attentive Model with Gate Mechanism for Spoken Language Understanding. EMNLP 2018.



| Joint Model - Single Flow Interaction

e Directly leverage the
intent output result for
slot filling

e Information flow from
intent to slot

Qin et al. A Stack-Propagation Framework with Token-Level Intent Detection for Spoken LLanguage Understanding. EMNLP 2019.

\

~
O  B-movie-type I-movie-type
| ) &) &)
T
4 )
Slot Filling
Music WatchMoive WatchMoive - J
Stack Propagation T .
yi Vo vs ] | " Lot ) L) Ly ] |
@D D D
h e e
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J
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f f f
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| Joint Model - Bi-directional Flow Interaction

Build bi-directional interaction

4 ) 4 )

Intent < > o
Detection SlOt fllllﬁg
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Shared
Encoder




| Joint Model - Bi-directional Flow Interaction

e A Bi-model based RNN structutres to model cross-impact between

two tasks

e Information flow from both intent to slot and slot to intent

-
(T) B-movie-type [-movie-type
1 s3 s3
L L L
Watch action movie
Slot Filling Task
\_

\

4 N
WatchMovie
st s5 si
A A
ne 1 e L
Watch action movie
Intent Detection Task
\_ _J

Wang et al. A Bi-model based RNN Semantic Frame Parsing Model for Intent Detection and Slot Filling. NAACL 2018.



| Joint Model - Bi-directional Flow Interaction

e A bi-directional extended version of gated mechanism [1] (slot-gate),

including SF Subnet and ID Subnet

e Information flow from both intent to slot and slot to intent

Intent-augmented Slot

Interaction

SF Subnet ID Subnet

Mechanism

- J "\ J

Slot-augmented Intent

[1] Goo et al. Slot-Gated Modeling for Joint Slot Filling and Intent Prediction. NAACL 2018.
[2] E et al. A Novel Bi-directional Interrelated Model for Joint Intent Detection and Slot Filling. ACL 2019.
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| Joint Model - Bi-directional Flow Interaction

e Slot memory as well as intent memory and utilize CM-block to
achieve the bi-directional of information flow

e Information flow from both intent to slot and slot to intent

Inference Layer Intent Memory
I

1l
CM-block j+ .

fr

CM-block ]:

f
CM-block j<——
AN
1l
Embedding Layer
rr
x, x, ™ x, X
\ y \ y

Slot Memory

I
N Y

)

LA

L

Liu et al. CM-Net: A Novel Collaborative Memory Network for Spoken LLanguage Understanding. EMNLP 2019.



| Joint Model - Bi-directional Flow Interaction

e The first work to explore graph LSTM to

model the semantic correlation between
intent and slot |

e Information flow from both intent to slot
and slot to intent

N\
@---

Zhang et al. Graph LSTM with Context-Gated Mechanism for Spoken LLanguage Undetrstanding. AAAT 2020. 40



| Joint Model - Bi-directional Flow Interaction

* Propose a co-interactive transformer for jointly modeling slot filling
and intent detection

e Information flow from both intent to slot and slot to intent

NX
( \]_@:l Attention Layer Co-interactive Layer FFN \ ( )
x BMT 1 ! @(:Nm } ii % i g - QSKT
l | M- 2SS @Jb |””m li ai : | | Cgs = softmax L)V,
N @STM | S ===1NE ii | i S \/ dk
_ +|]|]|]|] ii g) E i
I CIENT I E T
o (Y vl R D ]K
A === : | .| .| Cr1 = softmax Q% Vs
— ggg» ! T ; dg
1 =] o gl “
BiLSTM —~ @Norm i i i i
. J / . J

41
Qin et al. A CO-INTERACTIVE TRANSFORMER FOR JOINT SLOT FILLING AND INTENT DETECTION. ICASSP 2021.



| Progress

e SLLU direction has made significant progress in recent years

« However, the mainstream work mainly focus on the simple setting:
single domain and single turn

4 N a
100 Intent Acc
Intent Acc 100 s Slot F1 99 29
98 97,50
96*29 97,00
95
96 93,5
920
94 87
85
92
80
90 2016 2018 2019 2020
2016 2018 2019 2020
( a) Performance Trend on ATIS. \ 4 (b) Perfomlance Tl'el’ld on SNIPS. \

Qin et al. A Survey on Spoken Language Understanding: Recent Advances and New Frontiers. [JCAI2021 Survey. 42
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| New frontiers

(1) Complex SLLU
e (i) Contextual SLU
e (ii) Multi-Intent SLLU

* (2) Low-tresource SLLU
e (i) Cross-domain SLLU
e (ii) Cross-lingual SLU
e (iii) Few-shot SLLU
e (iv) Unsupervised SLU

(3) Real-world SLLU

(i) Profile-based SLLU
(ii) Lifelong Learning
(iii) Robust SLU

(iv) Chinese SLLU

(4) Unified and Pre-training Paradigm
e (i) Unified Model
e (ii) Pre-training Paradigm



| @ Complex SLU (Contextual SLU)

.

12 angry men at 8:00 pm

¢

{ SI.U model

4

Slots: B-movie I-movie I-movie O B-time I-time

Intent: BUY MOIVE TICKETS

J/

(a) Traditional SLU

VS,

User:

System: What day time would you like?

I want to buy movie tickets at lounge

Dialogue History

User:

12 angry men at 8:pm

¢

{ Contextual SILU model }

U

Slots: B-movie I-movie I-movie O B-time I-time
Intent: BUY MOIVE TICKETS

(b) Contextual SLU

How to leverage relevant dialogue history to make the correct prediction?
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| @ (Contextual SLU)

« A memory network is introduced to encode dialogue history

Weighted
I in Iy oum

Dialogue History

Ik

Current Utterance

Chen et al. End-to-End Memory Networks with Knowledge Carryover for Multi-Turn Spoken Language Understanding. Interspeech 2016. 46



| @ (Contextual SLU)

e Dialogue history representation is regarded as the input for the
RNN slot tagger

ht F ¢ (MO T th + Uht_l)

Chen et al. End-to-End Memory Networks with Knowledge Carryover for Multi-Turn Spoken Language Understanding. Interspeech 2016. 47



| @ (Contextual SLU)

 Enhance the memory networks by considering temporal order of
utterances in the memory.

[ Y

J; — | BiRNN ——|]
v

FF FF FF
Current Utterance | ,‘ \
m; X

e B

Dialogue History

Il

Bapna et al. Sequential Dialogue Context Modeling for Spoken LLanguage Understanding. SIGDIAL 2017.




| @ (Contextual SLU)

* Dialogue history encoding o is used as the initial states of both
forward and backward LSTMs

T

Dialogue o—{ LSTM H LSTM H LSTM J
History

Bapna et al. Sequential Dialogue Context Modeling for Spoken LLanguage Understanding. SIGDIAL 2017. 49



| ©

e Different time-decay attention mechanisms for leveraging
contextual information.

(Contextual SLU)

e Convex; Linear; concave

( )

N\
Sentence-Level T img-Decay Attentionay,

Time-Decay Attention Function (o, & a;)

Role-Level Time-Decay @y,

f 1
! 1
| 1
! 1
| u 1
| 1
! 1
| 1

'

Tourist |:

..........

___________

2 \
[ ]%E’ a
' ] Us !

' Guide

:d ;d ﬁ—d

v

Wy Wy .o Wp

. Spoken
(Tui e CugYe Quslls | Language
History Summa .
ry ry Understanding

Attention

Dense Layer ]

]

Su et al. How Time Matters: LLearning Time-Decay Attention for Contextual Spoken LLanguage Understanding in Dialogues. NAACI. 2018.



| @ Complex SLU (Contextual SLU)

* A context-aware graph convolutional network to automatically
incorporate contextual information,

Intent Dialog Act [
Detection Recognition
A

3

[ Graph Aggregation Layer ]QT"
ander
| i B::S ™ (][][ _____ ) e
g,go [][][ —————————— ][ __________ ] Weight
#fp{ rrrrie
A L
(c)

51
Qin et al. Knowing Where to Leverage: Context-Aware Graph Convolutional Network With an Adaptive Fusion Layer for Contextual Spoken Language Understanding. TASLP 2021.



| @ Complex SLU (Contextual SLU)

 An adaptive fusion layer to dynamically leverage the contextual
information for each token, achieving a fine-grained contextual
information integration for the token-level slot prediction.

_____________________________________________________

Decoder 03 05 05 i Graph Aggregation Layer . :
A S N 5 o a 1 e
= == e IS SR VS SN IYE SN
L ) (arL ) (AFL ) (AFL ] i & | ek |
GraphAggregatlonLayer - | | (b) """"""""""""
1 B o S SN N S O
E : 0 D ><+> >D c
Hurar(hual Encoder E | ‘
----- (- )
/,/ BiLSTM 1 ] | | ) | | | Output
: f L)L 0 ) B e
) E | GEEER G U G . Input
| D O & @ ™
BILSTM E ' Adaptive Fusion Layer (AFL) i D
______________________________________________________________________ /K“‘“""""‘“‘“““““““‘—-————-——-—‘————-——’J
(c)

52
Qin et al. Knowing Where to Leverage: Context-Aware Graph Convolutional Network With an Adaptive Fusion Layer for Contextual Spoken Language Understanding. TASLP 2021.



| @ Complex SLU (Multi-intent SLU)

Single-Intent SLU

-

\_

\
watch action movie
{ Single-intent SLU model J
Intent: WatchMovie
y,

V.

Multi-Intent SLLU

r

\_

~N

watch action movie and listen to rock music

U

{ Multi-intent SI.LU model J

U

Intentl: WatchMovie

Intent2: ListentoMusic Y

How to model the interaction between slots and multiple intents?

53




| © (Multi-intent SLU)

 This is the first joint work to jointly model slot filling and multiple
intent detection, which achieves to implicitly model the relationship
between slots and multiple intents.

{ Slot Filling Task J

Encoder

{ Multiple Intent Task }

Gangadharaiah et al. Joint multiple intent detection and slot labeling for goal otiented dialog. NAACI. 2019.
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| ©

(Multi-intent SLU)

(a) Prior model simply treat multiple intents as an overall intent information

(b) Fine-grained multiple intents integration method

Slot
E Intent
E Slot

_____________

1;51@

what is the weather  forecast
l | | | |
0] 0] (0) (o) 0]
(@)
what is the weather  forecast
l | | | |
0] 0] (0] (0) 0]
(b)

Gangadharaiah et al. Joint multiple intent detection and slot labeling for goal otiented dialog. NAACI. 2019.

R I

deepwater : : bonaire

T

_________________________________________________________________________________________________________________________

_________________________________________________________________________________________________________________________

1

A Y
----------- !
lGetWeather | |
| |
________________ |

Lo b,
! deepwater !  bonaire \I:
I " 1!
N
\  B-city ,'{B-country,':
N e o o o o - - - s N e o - - - 7’ J
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| © (Multi-intent SLU)

e Propose an Adaptive Graph Interactive Framework (AGIF) to

achieve to explicitly integrate multiple intent information for token-
level slot filling

4 N
Intent Detection Slot Filling Adaptive Intent-Slot Graph Interaction
s
0t
o0 o3 of of
Adaptive Intent-Slot Graph 1
. . Interaction
; R e el
[ Intent Classifier ] 5 - o 51 Second Layer
@? = = = =
Self Attention - - - = el
First Layer
a G
[ Self-Attentive Encoder ] Secal [ S| [Seas
‘ll xTZ X3 314 \ J

(a) (b)

Qin et al. AGIF: An Adaptive Graph-Interactive Framework for Joint Multiple Intent Detection and Slot Filling. EMNLP 2020. 56



| © (Multi-intent SLU)

e In addition, this work construct two multiple intent SLU datasets by
using conjunctions, e.g., “and’, to connect single-intent sentences,
which facilitate the research

Single Intent: WatchMovie

watch action movie

Multiple Intents: WatchMovie;ListentoMusic

conjunction : . : :
watch action movie and listen to rock music

word

Single Intent: ListentoMusic

Listen to rock music

Qin et al. AGIF: An Adaptive Graph-Interactive Framework for Joint Multiple Intent Detection and Slot Filling. EMNLP 2020. 57



| @ Complex SLU (Multi-intent SLU)

; Slot O—— B-movie-type — I-movie-type |

| |

l l .

| T I T . | (a) autoregressive
| |

; Utterance Watch  b——— action —> movie l

i Slot O B-movie-type I[-movie-type |

| : .

! I T I 1 | (b) non-autoregressive
! !

I : . I

; Utterance Watch action movie I

-~ -~-~---------/--/--c-/ R ~/

Qin et al. GL-GIN: Fast and Accurate Non-Autoregressive Model for Joint Multiple Intent Detection and Slot Filling. ACL 2021. 58




| © (Multi-intent SLU)

e A global-locally graph-interaction netwotrk
* A local graph is used to handle uncoordinated slots problem
* A global graph is introduced to model sequence-level intent-slot interaction to perform
non-autoregressive slot sequence generation

Qin et al. GL-GIN: Fast and Accurate Non-Autoregressive Model for Joint Multiple Intent Detection and Slot Filling. ACL 2021.

. - Ve N\
Intent Detection Slot Filling ' of 05 0§ of
o7 03 03 03 /I\ 1\ 1\ /I\
Global Intent-Slot Interaction Layer
—. (I S S
ﬁ L Global-Locally Graph
Interaction Layer
Token-level Intent ﬁ
Decoder
BiLSTM !
===l | \ < J
Local Slot-aware Interaction Layer
I @ I3 Iy
e, e, e3 ey e e, e3 ey "‘
Self-Attentive Encoder
t t t t
X1 X2 X3 X4
(a) Model Framework (b) Global-Locally Graph Interaction Layer



| @ Low-resource SLU (Cross-domain SLU)

Source Domain ‘ { Targe Domain J

with sufficient data with limited/no data

How to transfer knowledge from source domain to target domain?

60



| @ (Cross-domain SLU)

 An attention mechanism to make full use of previous trained
domain expert knowledge for new domain, which has the advantage
of transferring domain knowledge without explicitly re-training on

all domains together

Feedforward

Label
Embedding

Fany
L/

Feedforward ” Feedforward I | Feedforward | I Feedforward I
\ ;

Experts e ’/ 4
ot = DT S SO e (BT
i | BiLSTM BiLSTM BiLSTM | | BiLSTM
; PY€Y) I ) oK) i 0

$ + + +

|

. . . . n . Utterance
Kim et al. Domain attention with an ensemble of experts. ACIL 2017. 61



| @ (Cross-domain SLU)

e Domain general Bi-LSTM to capture domain-shared knowledge
 Domain specific Bi-LSTM to incorporate domain-specific knowledge

e Combine domain-shared and domain-specific features for multi-domain
slot filling

Slot Label yT

Domain Specific Bi-LSTM

Domain General Bi-LSTM

Word Embedding

Liu et al. Multi-domain adversarial learning for slot filling in spoken language understanding. NIPS Workshop, 2017. 62



| @ (Cross-domain SLU)

* One network to jointly model slot filling, intent detection and
domain classification, implicitly learning the domain-shared

information
> { Slot Filling Task
Encoder } { Intent Detection Task
Mixed Multi-domain Dataset { Domain Classification Task

Kim et al. ONENET: JOINT DOMAIN, INTENT, SLOT PREDICTION FOR SPOKEN LANGUAGE UNDERSTANDING. ASRU 2017.
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| @ Low-resource SLU (Cross-domain SLU)

e (a) Prior work trains a single model on a mixed dataset

e (b) The domain-aware and task-aware model

Task 1 Task 2

[ Intent Decoder ] [ Slot Decoder ]

1 t
1
1
1
1

I I I

Domain A Domain B Domain C

o

o e e e e e e e e M e e e e e e M e e e e e e e M e e e e e e

(
I
I
I
I
I
I
I
I
I
I
I
I
I
I
|
I
I
I
I
|
I
I
|
|
\

Task 1 Task 2
[ Intent Decoder ] [ Slot Decoder ]
A ?
I
[ Shared-Specific Fusion ] [ Controller ]
)
[ Filter
)
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Qin et al. Multi-Domain Spoken Language Understanding Using Domain- and Task-Aware Parameterization. TALLIP 2021.



| @

(Cross-domain SLU)

A model with separate domain- and task-specific parameters, which
enables model to capture the task-aware and domain-aware features
for multi-domain SLU.

Domain-Shared
Module

o o

@\é S\(‘
Yo, Yoy ©

A A R

—#[ Slot Decoder ]

( WatchMovie \
t
g b[ Intent Decoder J—
| ‘uf ® O

_________________________________

............................

GS | ) =
o a R
hared [ ® 6 0 ©
yntax-Aware | GCN Layers
ncod E 4
; [ Self-Attentive Encoder
watch action movie 7
\ mmm Domain-aware Layer =

ask-awaeayer

watch action movie 2

Decoder Layer

J

Qin et al. Multi-Domain Spoken Language Understanding Using Domain- and Task-Aware Parameterization. TALLIP 2021.

Domain-Private
Module
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| @ (Cross-domain SLU)

e Fist predict the entity type, and then predict slot type based on the similarity

with the representation of each slot type description

 Employ regularization loss to improve the adaptation ability

( )
3-way (B-I-O) Classification Per Token Music Item Playlist
S tep 1 [@ @ o o @ @ @] Slot Type i : E ns >
Description ! s
Matrix
Conditional Random Field (CRF) = R s RO commoeyes
similarity similarity
....................................... comparison comparison
' Representation Representation
Encoder A A
""""""""" [ Encoder ] [ Encoder ]
' RegularizatioNLoss R R ) N Y,
Utterance Can you put this tune onto latin dance cardio i
Template Generation Template > >
) L. . Representations
Correct Can you put this music item onto playlist < <
Can you put this object name onto city T
Incorrect ) : > 3
Can you put this restaurant type onto artist tune latin dance cardio
Step One Step Two

Liu et al. Coach: A Coarse-to-Fine Approach for Cross-domain Slot Filling. ACIL. 2020.
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| @

Source
Language

Target
Language

(Cross-lingual SLU)

Multilingual BERT
| | |
| : I .
Labeled _: Cross- :—> lilearf‘liﬁg
Corpus I lingual ! Jottthm
| Represent | |
: ation : \ /
Unlabeled data : Model »/  Results
|

-

[

/
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| @ Low-resource SLU (Cross-lingual SLU)

« Employ multi-lingual BERT for cross-lingual SLU

output

1

{ Multi-lingual BERT }

watch action movie

Jacob et al. BERT: Pre-training of Deep Bidirectional Transformers for L.anguage Understanding. AAAI 2020.
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| @ (Cross-lingual SLU)

e Attention-informed mixed-language training (MLT) for cross-
lingual SLLU by using code-switching sentences for fine-tuning, which
can implicitly align representations between source language and
target language

output output
I I
Multi-lingual BERT Multi-lingual BERT
VS.
r j w \ ! T r
watch action movie ,; [ watch A movie
J

Liu et al. Attention-Informed Mixed-L.anguage Training for Zero-shot Cross-lingual Task-otiented Dialogue Systems. AAAT 2020. 69



| @ (Cross-lingual SLU)

e How to choose the replaced word?
o Attention method

 Only contain one target language

output

1

Multi-lingual BERT

! I !
[ watch A movie J

Liu et al. Attention-Informed Mixed-L.anguage Training for Zero-shot Cross-lingual Task-otiented Dialogue Systems. AAAT 2020.



| @ (Cross-lingual SLU)

 An augmentation framework (CoSDA-ML) to generate multilingual
code-switching data to fine-tune mBERT for aligning
representations from source and multiple target languages.

output output
I I
Multi-lingual BERT Multi-lingual BERT
VS.
j r w \ r T r
[ watch action movie : [ Bn A FVE movie
J

Qin et al. CoOSDA-ML.: Multi-Lingual Code-Switching Data Augmentation for Zero-Shot Cross-Lingual NLP. [JCAT 2020. 71



| @ (Cross-lingual SLU)

e How to choose the replaced word?

 Randomly select each word in a sentence

e Align representation across source language and multiple target
lanhguages at once

output

1

Multi-lingual BERT

1 1 1
[ AR5 FE movie ]

Qin et al. CoOSDA-ML.: Multi-Lingual Code-Switching Data Augmentation for Zero-Shot Cross-lLingual NLP. IJCAI 2020.
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| @ Low-resource SLU (Cross-lingual SLU)

e A global —local contrastive learning (CL) framework (GL-CLeF) to

explicitly align representations across languages for zero-shot cross-
lingual SLU

Sentence-/evelIntent Local CL Token-level/Slot Local CL Semantic-level Intent-Slot Global CL

L) @ W) o ) ) D, (&) | @ L W, <@
4 4 4 4 4 4 4 4 4 4 4 4 4 4 4
CLS 3 X 4= pelicula  SEP CLS  Watch  Sports  Movie  SEP CLS  Listen To Music ~ SEP

ﬁ Positive Sample ﬁ Negative Sample

Generation Generation

Multi-lingual Code-Switching . o 1 e e e
Genertor Watch  Sports Movie g p

Qin et al. GL-CLEF: A Global — Local Contrastive Learning Framework for Cross-lingual Spoken LLanguage Understanding. ACL 2022. 73



| @ (Cross-lingual SLU)

e Positive Samples Generation

 Employ code-switching technique to generate multi-lingual code-switched data,
which is considered as the positive samples.

: : Positive Samples
[CLS,,;] watch action movie |:> Genema.oi |:> [CLS 4] Watch #4f movie

e Negatives Samples Generation

e Other different queries in a batch can be considered as negative samples.

. : Negative Sampl _ _
[CLS,;] watch action movie |:> egGaeg;iaZij - |:> [CLSyeg4] listen to music




| @

(Cross-lingual SLU)

o A sentence-level local intent CL loss is introduced to explicitly encourage the

model to align similar sentence representations into the same local space across

languages for intent detection.

Sentence-level Intent LLocal CL

Anchor utterance

. .
. .
7z N
4

-
N
N
A Y
AY ~
LS | ' N
(1 Lk N
1 // \ N
1 \N -
pipii=N SRV .4
- ~4C1 8- =~ v’ \
< : _ -1 20N
________ , |
____________ Bl
- T.8- 7 -l
~ BTSN SON R N ,_ )
———————— 1 !
= \listen) ST . ""‘~|I
/
\

______

Negative Sample

I
——————

Negative Sample N
Negative Saniple  --

————————————

Positive Sample >

\__ Positive Symple. Sa%%l&“’e

TlVE‘l Sample

Negative Sample ,)\,\f’ Roan SNy -

Negative Sample

j

Qin et al. GL-CLEF: A Global — Local Contrastive Learning Framework for Cross-lingual Spoken LLanguage Understanding. ACL 2022.



| @ (Cross-lingual SLU)

* A token-level local slot CL loss to help the model to consider token alignment for
slot filling, achieving fine-grained cross-lingual transfet. In this situation, token-

level CL is applied to all tokens in the query.
T Oken-]eve] Slot Local CL

Anchor utterance sports

o~ Lz*%,
Negative Sample—— S~ 3
Negative Samp\T@/

,/ \ K /‘
/musie /, ,/'
Negative Sam ’
9 ]Neegatw% ampIe

Negative Sample

\_ P031tlve Sam ?vae Sample .

Qin et al. GL-CLEF: A Global — Local Contrastive Learning Framework for Cross-lingual Spoken LLanguage Understanding. ACL 2022. 76



| @

A semantic-level global intent-slot CL loss to model the semantic interaction

(Cross-lingual SLU)

between slots and intent, which may further enhance cross-lingual transfer

between them.

Semantic-level Intent-Slot Global CL

r utterance —————— N
or utt rance R BTN,
nc Sriith erance 7 /,':,———&":“Iss\ RN

Negatlve Sample % Q A @

Negatlve Sample == «1 k
R

Neaativdegy 1®§&&%R}1€ Sample

ositive Sample

Sample /

\ P051t1vel§cc)1$rrﬁ)

Qin et al. GL-CLEF: A Global — Local Contrastive Learning Framework for Cross-lingual Spoken LLanguage Understanding. ACL 2022.
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@ Low-resource SLLU (Few-shot SLU)

A CRF model for few-shot slot filling

* A collapsed dependency transfer mechanism to transfer abstract label dependency patterns across domains

 L-TapNet to leverage label name semantics in representing labels

* A pair-wise embedding mechanism to obtain better word representation

Few-shot Model [ CRF |  Emission Scorer ! |

. A
Transition Scorer | ]

Query sentence
x: will it rain tonight

o

Collapsed Dependency Transfer

'

Transition Score
-

)

o | o)

i B-weather!

B-time

tonight

Emission Score

]

. O
Source Domains Sammle s : ; 3\
Query (x,y): play[O] the[O] hey g music YA€ music) ! Support Set: searchq; songsg of[0] celinep.yime) dion(y e
Train Sampley) = | Label set: {0, B-music, l-music, B-artist, l-artist} ! Play(o) blackis music) Dird[imusic) Offo) beatlesip anisy
Navigation S '"l N
N an:‘f i) Query (x,y): where[O] is[O] the[O] nearestg i shop s i Support Set: areg) there[O] hospitals s, neary_giq; Me{gisy
ews L Label set: {0, B-dist, I-dist, B-pos, I-pos} ! show|q; the(g; closest g T€51 5., Station; )
. O
Target Domain Sammle - - N
Test P Query x: will it rain tonight 1 Support Set: s itjo) STONZ [ caher WIN 1 e OULsideqg)
Sample,, L Label set: {O, B-weather, I-weather, B-time, I-time} ! will[o] it[O] SNOW(3_eather] DX ream friday;; .., )
O B-time B-weather I-time I-weather Separate Embedding Pair-wise Embedding
(] sB dB sl dI 0.6 04 0.4 0 0 o) hl'd(‘khil'dz
0.6 0.4 \ 0 \ e PR blackbird pet -
03 0.1 0.1 0.5 0 | B-time pet & S blackbird,
03 01 01 05 0 | —» |03 01 o1 [0 05 | Baveather S o A
g £a : ®
o6 o1 ot JOBN o | BP0 oY o | Lime o Sriy & 4 music
- (0} o
Collapsed Label Transition T 06 0.1 0.1 0 0.2 | L-weather Pair -
Expanded Label Transition T play the blackbird '<: .
l',

2: 1 want to play with the dog

Label-enhanced TapNet

§ Begin + Time

Proposed CRF Framework

Hou et al. Few-shot Slot Tagging with Collapsed Dependency Transfer and Label-enhanced Task-adaptive Projection Network. ACL 2020.

:
! Inner + Time
L

Few Support Examples

i xM Is it strong wind outside
iy [0]{O] [B-weather] [I-weather] [O]

P x®  will it snow next friday |
i y®@ [0][0] [B-weather] [B-time] [I-time ;

Name Semantics Label
| Ordinary «———— [0]

! Begin + Weather +—— [B-weather] 5

§ Inner + Weather <+—— [I-weather] |

<+— [B-time]

<+— [I-time]
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| @

(Unsupervised SLU)

e First, use the existing linguistic annotation models (e.g., NER) to identify

potential slot candidates

e Then, automatically identify domain-relevant slots by using clustering

algorithms.

e Finally, use the resulting slot annotation to train a slot filling model that
achieves to perform slot tagging with no human intervention

Weak supervision

Unlabeled NER

Corpus

—>

Frame parser

Merging & Selection

Merging W

Selection

Hude ~ cek et al. Discovering Dialogue Slots with Weak Supervision. ACL 2020.

Labeled
—>» —>»  Tagger trainin
Corpus 32 -

79



| ®

e Traditional SLLU
e Input: Plain Text

e Output: Semantic Parsing Result

e Profile-based SILU

e Input: Plain Text + Supporting Profile

Information

e Output: Semantic Parsing Result

Xu et al. Text is no more Enough! A Benchmark for Profile-based Spoken Language Understanding. AAAIL 2022.

(Profile-based SLU)

[Utterance: Play Monkey Kz’ng]

[Slot: O B-songName ]—SongName]

V.

KG  Monkey King
/l\

ﬁ J‘ @ Music __ Video Audicbook |
l I : °
' A
Input Video Music  Audiobook CA x ﬂ """
...... Running Home
(a) Supporting Profile Information
Utterance Play Monkey King ‘
(b) Input Utterance
| [ Intent PlayMusic |
Output
. Slot o B-PM.songName I-PM.songName

(c) Semantic Frame

80



| ®

(Profile-based SLU)

» Profile-based SLLU requires a model to rely not only on the surface utterance but also on the supporting

information

Supporting Information

¢ Knowledge Graph (KG): large amounts of interlinked entities and their corresponding rich attributes

e User Profile (UP): a collection of settings and information (items) associated with the user

« Context Awareness (CA): denotes the user state and environmental information, including the uset’s
movement state, posture, geographic location, etc

Input
Utterance | Play Monkey King
KG Ment ion “Monkey King”: {music, video and audiobook}, ...
UP Preference for [music, video, audiobook]: [0.5, 0.3, 0.2], ...
CA Movement State: Running, Geographic Location: Home, ...
Output
Intent PlayMusic
Slot O B-PlayMusic.songName I-PlayMusic.songName

Xu et al. Text is no more Enough! A Benchmark for Profile-based Spoken Language Undetrstanding. AAAL 2022. 81



| ® (Profile-based SLU)

o All baseline including non pre-trained and pre-trained models significantly drop a lot, which show the
existing models can not support the profile-based SLU

o It can be seen that the performance of all models improve significantly by a large margin by incorporating
supporting profile information

Model w/o Profile w/ Profile
Slot (F1) | Intent (Acc) | Overall (Acc) | Slot (F1) | Intent (Acc) | Overall (Acc)
Non Pre-trained SLU Models
Slot-Gated (Goo et al. 2018) 36.53 41.24 32.02 74.18 83.24 69.11
Bi-Model (Wang, Shen, and Jin 2018) 37.37 44.63 32.58 717.76 82.30 73.45
SF-ID (E et al. 2019) 39.63 42.37 30.89 73.70 83.24 68.36
Stack-Propagation (Qin et al. 2019) 39.29 39.74 36.35 81.08 83.99 78.91
General SLU Model 42.24 43.13 37.85 83.27 85.31 79.10
Pre-trained-based SLU Models

BERT (Devlin et al. 2019) 44.80 45.76 42.18 82.51 84.56 80.98
XLNet (Yang et al. 2019) 46.92 48.59 43.88 83.39 85.88 81.73
RoBERTa (Liu et al. 2019) 45.92 47.83 43.13 82.90 85.31 81.17
ELECTRA (Clark et al. 2020) 46.48 47.46 42.56 84.38 86.63 82.30

Table 3: Slot Filling and Intent Detection results on the PROSLU dataset.

Xu et al. Text is no more Enough! A Benchmark for Profile-based Spoken Language Understanding. AAAIL 2022. 82



| ® (Lifelong Learning)

Task 1 Task 2 Task 3

Time

How to learn from new task without forgetting knowledge learned from previous task?

83




| ®

e Only train task-specific parameters and the original weights are left frozen

Madotto et al. Continual Learning in Task-Oriented Dialogue Systems. EMNILP 2020.

(Lifelong Learning)

1'ime

-
-

A

A

[ Headgy ]

[ Heady ]

I HHot l

I [4Hot II Hrax l

( Transformery ]

[ Transformery ]

' HHot I

l HHot || HTax l

[ Transformery ]

[ Transformery ]

| HHot I

l HHot II HTaxI

[ Transformery ]

[ Transformery ]

( Embeddings |

( Embeddings |

A

D Hotel

A
D Taxi

A
[ Headg ]
)

(st )| prax )+ pomus
( Transformery ]

[JHot] [[JTax] [[JMus

)
Transformery ]
)

[
{
(st ) (pmax ) - s
{
{

Transf ormerg ]

Embeddings |
A
D Music
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| ®

e Only train task-specific parameters and the original weights are left frozen

Madotto et al. Continual Learning in Task-Oriented Dialogue Systems. EMNILP 2020.

(Lifelong Learning)

1'ime

-
-

A

A

[ Headgy ]

[ Heady ]

I HHot l

I [4Hot II Hrax l

( Transformery ]

| [ Transformere]

' HHot I

l HHot || HTax l

[ Transformery ]

| ( Transformery |

| HHot I

l HHot II HTaxI

[ Transformery ]

| [ Transformery ]

( Embeddings |

( Embeddings |

A

D Hotel

A
D Taxi

A
[ Headg ]
)

(st )| prax )+ pomus
( Transformery ]

[JHot] [[JTax] [[JMus

)
Transformery ]
)

[
{
(st ) (pmax ) - s
{
{

Transf ormerg ]

Embeddings |
A
D Music
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| ® (Lifelong Learning)

e Only train task-specific parameters and the original weights are left frozen

Time N

A A A
( Heady | [ Head, ] ( Head, ]
|(JHot I I[JHot " [J'raxl [yﬂotJ[yTax]--- [[JMus]
( Transformerej [ Transformery ] ( Transformerej

' HHot I l HHot ll HTaxl

[ Transformere] [ Transformere]

{
@] mm %[Jﬂot][[JTax] [ynus
(

[JHot] [[JTax] [[JMus

)
Transformery ]
)

[ Tra.nsformere] [ Tra.nsformere] Transformere]

[ Embeddings | Embeddings | Embeddings |
A A A
D Hotel D Taxi D Music

Madotto et al. Continual Learning in Task-Oriented Dialogue Systems. EMNILP 2020. 36



| B (Robust SLU)

e This work make a comprehensive study on robustness of task-oriented dialogue system
including SLU task

4 N\ ( verceons N

Diverse Input

al T e .

m—

Speech
Worker Text Data Real User ASR

Fm e e e e e e e e e — == = |
L Ié . I wamt to go to Leicester. !

Noisy Input
Random Noise

\ Training Step /] U Test Step Y,

Liu et al. Robustness Testing of Language Understanding in Task-Oriented Dialog. ACL 2021. ]7




| ®

(Robust SLU)

e The current models lack robustness

Model Train Ori. WP TP SR SD Avg. | Drop Recov.

MILU Original 74.15 | 71.05 69.58 61.53 65.27 | 66.86 | -7.29 /
Augmented | 75.78 | 7249 7196 64776 7092 | 70.03 | -5.75 +3.17

BERT Original 78.82 | 7592 7457 7031 7031 | 72.78 | -6.04 /
Augmented | 78.21 | 76.70 75.63 72.04 77.34 | 7543 | -2.78 +2.65

ToD-BERT Original 80.61 | 77.30 76.19 70.88 7194 | 74.08 | -6.53 /
Augmented | 80.37 | 77.32 77.26 72.54 79.04 | 76.54 | -3.83 +2.46

CopyNet Original 67.84 | 6390 61.41 56.11 59.26 | 60.17 | -7.67 /
Augmented | 69.35 | 67.10 6590 6098 67.71 | 6542 | -3.93  +5.25

GPT.2 Original 7878 | 7496 7285 69.00 69.19 | 71.50 | -7.28 /
Augmented | 79.15 | 75.25 73.86 71.37 74.19 | 73.67 | -5.48 +2.17

(a) Frames

How to improve the robustness of SLU model is a very important research topic

Liu et al. Robustness Testing of Language Understanding in Task-Oriented Dialog. ACL 2021.
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| B Real-world SLU (Chinese SLU)

English SLLU Chinese SLLU

4 ) 4 )
& %@ (Dongyu Zhou) / # (has) / ik &

(which) / ¥,% (movies)”

{ English SLLU model J VS . { Chinese SLLU model J

U O

Semantic Parsing Results Semantic Parsing Results

. J \. J

watch action movie

How to leverage both character and word feature for Chinese SLLU

89




| B (Chinese SLU)

e Character-level model for Chinese SLLU, which is able to utilize the
character information

e Ignore word information for Chinese SLU

4 S1 S2 Sn A
1 ! 1
CM-Net

Liu et al. CM-Net: A Novel Collaborative Memoty Network for Spoken Language Understanding. EMNILP 2019.



| B (Chinese SLU)

e Multi-level adapter for injecting both character and word
information

o Character-level word adapter for slot filling

» Sentence-level word adapter for intent detection

s s B el R e
o
Char Channel ry Word Adapter
| Slot Fillin
i A N NN Layer
» E'[ W‘A J( \XA )( W"A )( W‘A ] | i O Pointwise Operation
i c (R G N
3 ! h‘f ':2 h_é i . R : . | ¥ <> Dot Product
' i § h;’g é : g b Vector Transfer
(& | ) o (R i asn |
' K] E E \_Character-Level Word Adapter _ v
[ AA AA AA 1
[y [ T
o 'l 1 !
e g () % 3 i} 3
| Intent l%emcﬁon ] E i X X
Word Adapter ! &
| H ! i & Sigmoid
MLP Attention —i —>(s¢ sWe— :‘— MLP Attention 1 ¥
| : Sentence-Level Word Adapter ) |
[ Self-Attentive Encoder ] i [ Self-Attentive Encoder ] | Linear
' 7y
ff T w f Tl e =
1 2 3 X4 X1 X2X3 Xy
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Teng et al. INJECTING WORD INFORMATION WITH MULTI-LEVEL WORD ADAPTER FOR CHINESE SPOKEN LANGUAGE UNDERSTANDING. ICASSP 2021.



| @ (Unified Model)

e Different dialogue understanding (DU) tasks as the unified generation
including five DU tasks

[DS] Emma: Buy me some earplugs please [T] Paul: How many [DS] Maya will buy 5 packs of earplugs

® { pairs? [T] Emma: 4 or 5 packs [T] Paul: I'll get you 5 [T] Emma: — —
D1 alo g uc S ummary (D S) Thanks [C] what is the summary of this dialogue? «— for Randolph at the pharmacy.
ot D 1 CllO g 116 C O mpl€ tl O Il <D C) [DC] anna politkovskaya [T] the murder remains unsolved, — [DC] did investigators have any clues in
2016 [T] did they have any clues? [C] what is the semantic —_— — the unresolved murder of anna
. . completion statement of ‘did they have any clues?’? politkovskaya?
e Slot Filling (SF)
. [ID] What can I do if my card still hasn’t arrived after 2 weeks? _B . _‘— .
L4 Iﬁ t eﬁ t D 6 t e C tl Oﬁ (ID ) [C] what is the user’s intent on the bank business? _’UnlDU g W
. .
e Dialogue State Tracking (DST) | | T
[SF] I am Lakesha Mocher [C] what is last name in general /I\ [—
domain? i —> [SF] Mocher
1
I
MTL Training Strategy
[DST] I am looking for a place to to stay that has cheap price —

range it should be in a type of hotel [C] what is the user’s — — [DST] cheap
constraint about the price range of the hotel?

Chen et al. UniDU: Towards A Unified Generative Dialogue Undetrstanding Framework. SIGDIAL 2022 92



| @ (Pre-training Model)

o A unified model to model all components in pipeline task-oriented
dialogue including dialogue state tracking, intent detection, dialogue act
recognition and response generation

“translate dialogue to belief state: [user] Can I reserve

a five star place for Thursday night at 3:30 for 2 people?
[system] I'm happy to assist you! What city are you dining
in? [user] Seattle please.”

“[restaurant] {rating = five star; date =
Thursday night; start time = 3:30;
number of people = 2; city = Seattle}”

—>
— f—H “[get_weather]”
“translate dialogue to dialogue act: [user] | need to find J \—H

PPTOD |_
a movie to watch. [system] What genre do you want?

| 1d like t detecti e
Woer Dwond i lodecs Coleetly: ovls l—} “I found Body Double and Cltizen Kane.”

“translate dialogue to system response: [user] [ need to
find a movie to watch. [system] What genre do you want?
[user] I would like to see a detective movie.”

“translate dialogue to user intent: [user]| Tell me the
weather forecast for Lecanto, Georgia.” \

“Imedia] {[offer] = movie name}”

YYVYY

7
\\

Su et al. Multi-Task Pre-Training for Plug-and-Play Task-Oriented Dialogue System. ACL 2022. 93



| @ (Pre-training Model)

e A pre-trained dialogue BER'T model for task-oriented dialogue using two
pre-training task
e Masked language modeling

* Response contrastive loss

RCL MLM MLM
(tcLsy )( 1svs] | what ([ Rest# | .. [ [USR] ][ Prefer |[( cheap ] ..
! ! I I I I { T
PP ©
| I |
(cisy )( 1svs] J( what J[mAsK] ] .. (USR] ][ Prefer |( IMASK] ] ...

Wu et al. TOD-BERT: Pre-trained Natural Language Understanding for Task-Oriented Dialogue. EMNLP 2020. 94



| ®

e Masked Language Modeling

* help model to capture the dialogue domain feature

 Response Contrastive LLoss

(Pre-training Model)

e encourage the model to capture underlying dialogue sequential order, structure

information, and response similarity.

Domain | Intent | Dialogue Act
(acc) (acc) (F1-micro)
GPT2 | 63.5% | 74.7% 85.7%
DialoGPT | 63.0% | 65.7% 84.2%
BERT | 60.5% | 71.1% 85.3%
TOD-BERT-mlm | 63.9% | 70.7% 83.5%
TOD-BERT-jnt | 68.7% | 77.8% 86.2%

Wu et al. TOD-BERT: Pre-trained Natural Language Understanding for Task-Oriented Dialogue. EMNLP 2020.
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(Pre-training Model)

| @

» A pretraining framework for conversational tasks that is effective,
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| Conclusion and Highlight

e Spoken Language Understanding has attracted motre and more
attention in both academic and industry.

e Remarkable success have been achieved on single-turn, single domain
and single-intent SLLU direction.

e Multi-intent SLLU, Robust SLLU, Profile-based SLLU and other real-world
scenario applications gradually become the future trend.

e Resource: https://github.com/yizhen20133868/Awesome-SLLU-Survey
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